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Abstract. With the diversification, complexity, and intelligence of electromechanical 
equipment, the diagnosis and early warning of equipment failures have received 

widespread attention. Rolling bearings are important stress-bearing components of 
passenger ropeways, and their operating status will affect the overall smooth 
operation of the ropeway equipment. In the application of deep learning to fault 

diagnosis, two types of problems may arise: insufficient model training due to a 
shortage of fault samples imbalanced data, insufficient model generalization 

and reduced diagnostic accuracy due to differences in operating conditions and 
signal acquisition locations. To address these issues, a new fault diagnosis 
framework for rolling bearings based on deep convolutional generative adversarial 

networks (DCGAN) is proposed. The DCGAN architectures combined with a 
convolutional long-short-term memory network are used to ensure the extraction 

of time information of each time series data and related information between 
variables. In the proposed DCGAN, the input data distribution is learned, and the 
input signal is reconstructed using a generator subnetwork. The reconstructed 

signal is then dimensionally reduced using an encoder subnetwork, and the 
authenticity of both the input and output signals is determined using 
a discriminator subnetwork. Through the adversarial learning mechanism, the 

feature extraction of fault signals is completed, the generator is trained to learn the 
distribution characteristics of the original fault samples, and supplementary fault 

data samples are generated to establish a more accurate rolling bearing fault 
diagnosis model. The experimental results show that the proposed method can 
complete the fault diagnosis with high accuracy in the case of insufficient labeled 

data, which is helpful in improving the safety of the operation and maintenance of 
the cableway equipment. 
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1 INTRODUCTION 

Passenger ropeway is one of the eight major types of special equipment, and it is a mechanical 

transportation facility that uses overhead ropes to support and pull passenger cars to transport 
passengers [1]. The advantages of the cableway include the fact that it can directly cross 
mountains and ground obstacles and has strong adaptability; the cableway has a short distance 

and can save travel time; its compact structure and small construction amount can reduce the 
damage to the natural landscape; its energy consumption is low (generally Powered by electricity) 

and non-polluting; its investment is relatively low compared to other forms of transportation, and 
the cost recovery time is shorter [3]. According to statistics, in 2019, China had 1,089 passenger 
ropeways, and the number of equipment was increasing year by year. However, some passenger 

cableways in China have been built and put into use for more than 10 years. The inspection and 
maintenance of passenger ropeways are basically based on traditional manual methods such as 
daily inspections, monthly inspections, annual inspections, and inspections of key components. 

Maintenance and repairs are still mainly based on regular maintenance and fault repairs. Manual 
regular repairs not only consume a lot of manpower, but also cause a waste of maintenance 

resources, and fault repairs have a certain lag. Often, faulty parts can only be repaired/replaced 
after equipment failures or accidents, bringing security risks to equipment operation [15]. 

Failure of rolling bearings will cause accidents and casualties [11]. However, due to its 

difficulty in disassembly, there is no mature and effective detection method at present, which 
brings huge safety hazards to the operation of the ropeway. In the past, the manual detection of 
cableway bearings was only to judge whether the bearings were faulty by observing whether there 

were abnormal noises and changes in temperature measurement values during operation. There is 
no standard that puts forward specific requirements for its non-destructive testing scheme, and 

there are huge potential safety hazards [5]. 

Since rolling bearings are subjected to loads for a long time during operation, they become one 
of the most vulnerable parts in machinery [6]. According to statistics, 30% of the failures of 

rotating machinery are caused by bearings. And in rolling bearing faults, 90% come from the inner 
races and outer races, and 10% come from rolling bodies and cages. Therefore, vibration and 

acoustic emission analysis are the most commonly used detection methods in research on fault 
detection of rolling bearings worldwide [22]. The traditional rolling bearing fault diagnosis method 
mainly includes two steps. First, the sensors are used to collect the bearing vibration signals, and 

then a series of signal processing-based techniques are used to extract fault features for fault 
diagnosis [2]. However, this type of analysis method has high requirements for signal processing 
algorithms and professional knowledge. At the same time, different fault severity or complex on-

site working conditions will lead to the low signal-to-noise ratio of the collected vibration signals, 
making it difficult to achieve high-precision fault diagnosis. Under actual working conditions, the 

vibration signals of bearing faults are relatively weak and are easily covered by strong interference 
signals. Specifically, Virtual Reality (VR) solutions, coupled with an advanced deep learning 
approach, represent a transformative paradigm in the field of fault diagnosis. This convergence not 

only addresses the complexities associated with maintenance challenges but also elevates the 
standards of efficiency and precision in identifying issues within rolling bearings. 

The application of machine learning algorithms in bearing fault diagnosis mainly consists of 

three parts: fault feature extraction, feature selection, and fault classification [17]. The feature 
extraction of bearing faults is mainly to extract the fault features in the vibration signals for 
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subsequent analysis. At present, the commonly used methods for preprocessing the vibration 
signals of bearing faults include envelope analysis, spectral kurtosis, wavelet transform, EMD, 
VMD, etc [10]. After selecting the features extracted by the above techniques, they are used as 

the training samples of the classification algorithm for classification. Such methods mainly focus on 
how to extract effective fault features as training samples for classification algorithms to improve 

the reliability and accuracy of bearing fault diagnosis. Wang et al. [19] proposed a fault feature 
extraction method based on wavelet packet decomposition (WPD) and local mean decomposition 
(LMD) permutation entropy and used the extracted feature vector as a training sample for support 

vector machine (SVM) for training classification. Qing et al. [21] used EMD to process vibration 
signals and extract features for low-speed rolling bearing faults and used the extracted fault 

features as the input of the PSO-LSSVM model for classification and diagnosis. On the basis of EMD 
and abstract energy operator, Li et al. [12] proposed a method based on phase difference 
correction to improve the identification accuracy of faulty bearing frequencies. In order to solve 

the problems of information loss or excessive decomposition of vibration signals, Li et al. [14] used 
the VMD algorithm to extract weakly coincident features, and the similarity of envelopes is utilized 
to reconstruct the signals, effectively solving the problems of noise interference and over-

decomposition 

With the continuous development and improvement of Deep Learning (DL) algorithms, they 

have gradually replaced machine learning algorithms and have been widely used in various fields. 
The DL algorithm mainly maps the extracted data features to a new feature space by building a 
deep network and continuously iterating between network layers. Through the continuous mapping 

of feature information, the features are continuously abstracted between layers, and the automatic 
extraction of bearing fault features is realized through the nonlinear activation function set in each 
layer of the network, getting rid of the dependence on manual intervention and expert experience 

[7]. Hasan et al. [8] preprocessed the collected fault signals based on the discrete orthogonal 
Stockwell transform, and used them as the input of the Convolutional Neural Network (CNN) for 

training and classification; Xie et al. [20] used discrete wavelet transform to extract features of the 
collected bearing vibration signals and then trained the CNN network. However, the above 
methods still use manual feature extraction for the input of CNN, which fails to fully realize the 

powerful self-learning ability of CNN network, which limits the improvement of fault diagnosis 
accuracy. Moreover, the vibration signal of the bearing collected by the sensor is a one-

dimensional time series signal, and the data points at adjacent moments are highly correlated. If it 
is converted into a two-dimensional form and used as the input of the CNN network for training, it 
will easily destroy the correlation between the original data, resulting in loss of some fault 

information. In addition, the above methods require a large amount of labeled data in model 
training, and it is difficult to obtain labeled operating data under actual working conditions. 

In order to solve the problem of sparse labeling data for rolling bearings, Li et al. [13] 

proposed an improved Generative Adversarial Network (GAN) model, and cross-domain fault 
diagnosis is accomplished by generating artificial samples under fault conditions. Gao et al. [4] 

proposed a method based on the Wasserstein GAN (WGAN) with gradient penalty for insufficient 
sample data, and redesigned the loss function of WGAN. Shao et al. [18] utilized a 1D CNN to 
construct an auxiliary classifier GAN for data augmentation, where the additional label information 

is beneficial to generate corresponding failure samples. 

The above GAN-based data generation methods can still reconstruct and restore data in the 
case of high dimensionality and a large proportion of information loss. However, due to the 

limitation of the loss function, GAN will experience gradient disappearance and dispersion during 
the training process. Although the improved WGAN method can solve the gradient disappearance 

problem to a certain extent, it will lead to a decrease in training efficiency.  
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For this reason, this paper proposes a fault diagnosis method for rolling bearings of passenger 
ropeway based on improved Deep Convolutional GAN (DCGAN) and Convolutional LSTM (Conv-
LSTM). The main contributions of the proposed method include: 1) The improved DCGAN is used in 

the field of fault diagnosis of cableway bearings, and combined with the Conv-LSTM network to 
achieve accurate extraction of time information and spatial information of fault features, which 

significantly enhance the model's ability to distinguish faulty signals from normal signals. 2）In 

model training, through the mechanism of adversarial learning, the feature information of the fault 

signals is extracted and the distribution of fault data is approximated, and the generator is used to 
obtain artificial fault data samples to solve the problem of unbalanced training samples. 

The remainder of this paper is organized as follows. Section I gives an introduction to the 

working principle of classic GAN for anomaly detection. Section II explains the proposed non-
destructive fault diagnosis method for rolling bearings of passenger ropeway based on improved 

DCGAN and Conv-LSTM. Section II gives the experimental results and analysis. Finally, Section IV 
summarizes the full text and proposes future research directions. 

2 RESEARCH BACKGROUND 

2.1 GAN Model 

GAN models are structurally inspired by game theory. Strictly speaking, a GAN framework consists 

of at least two parts, one is the generator G, and the other is the discriminator D. Its basic 
structure is shown in Figure 1. 

 

 

Figure 1: Anomaly detection principle of GAN. 

Generator G and discriminator D are generally formalized by neural network structures. The 
generator G captures the underlying distribution of real data samples and generates new artificial 

data samples. During training, real data samples and generated data samples are randomly sent 
to the discriminator D. The discriminator D is a binary classifier, which aims to identify real 

samples to the greatest extent and pick out generated artificial samples. The goal of the generator 
is exactly the opposite of that of the discriminator. It needs to reduce the probability of the 
generated samples being recognized by the discriminator as much as possible, thus forming an 

adversarial training mechanism. In this way, G and D form a minimum-maximum game, and the 
loss function of GAN can be described as [9]: 

𝑚𝑖𝑛
𝐺

 𝑚𝑎𝑥
𝐷

  {𝑓(𝐷, 𝐺) = 𝐸𝑥∼𝑃dat⁡(𝑥)[ln⁡ 𝐷(𝑥)] + 𝐸𝑧∼𝑃𝑧(𝑧)[ln⁡(1 − 𝐷(𝐺(𝑥)))]}             (1)            
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where x denotes real data; z is a random vector or random noise; Pdata is the real data sample 
distribution; G(z) is the sample data generated by the generator G that follows the real data 
distribution Pdata as much as possible, that is, fake sample data. The two sides optimize 

themselves during the iterative adversarial training process and jointly improve performance until 
a balance is reached. When the discriminator D cannot correctly identify the source of the data 

(that is, it cannot distinguish between real and fake samples), then it is concluded that the 
generator G has learned the sample distribution of real data. 

2.2 Conv-LSTM 

LSTM can transfer past information to current data and mine the relationship between adjacent 
sequence data. Therefore, LSTM can be used to extract relevant information between sequential 

data. The traditional LSTM network is fully connected layer by layer, but the convolution operation 
can obtain more structural information. In order to learn spatial information and local structural 
information, Yuan et al. [23] proposed to use a network that combines convolution operations and 

LSTM, called ConvLSTM. ConvLSTM is constructed by adding an LSTM-based convolution operation, 
which is a convolutional connection between layers. The structure of ConvLSTM is the same as that 
of classic LSTM, and the convolution operation of each gate in the LSTM unit replaces the fully 

connected operation with a convolution operation. The structure information of adjacent inputs is 
fed back to the current data through convolution operation. Moreover, the features extracted by 

convolution are transmitted to the next layer to obtain more information. Figure 2 shows the 
structure diagram of ConvLSTM. 

 

Figure 2: Internal structure of Conv LSTM. 

ConvLSTM can capture spatial features and transfer them to adjacent inputs by following the 
update equation, and utilizes three gating layers to control memory access. The internal structure 
is calculated as follows: 

𝑖𝑡 = 𝜎(𝑊𝑥𝑖 ∗ 𝑥𝑡 +𝑊ℎ𝑖 ∗ 𝐻𝑡−1 +𝑊𝑐𝑖 ∗ 𝐶𝑡−1 + 𝑏𝑖)                                   (2) 

𝑓𝑡 = 𝜎(𝑊𝑥𝑓 ∗ 𝑥𝑡 +𝑊𝑙𝑓 ∗ 𝐻𝑡−1 +𝑊𝑐𝑓 ∘ 𝐶𝑡−1 + 𝑏𝑓)                                   (3) 

𝐶𝑡 = 𝑓𝑡 ∘ 𝐶𝑡−1 + 𝑖𝑡 ∘ tanh⁡(𝑊𝑥𝑐 ∗ 𝑥𝑡 +𝑊ℎ𝑐 ∗ 𝐻𝑡−1 + 𝑏𝑐)                             (4) 

𝑜𝑡 = 𝜎(𝑊𝑥𝑜 ∗ 𝑥𝑡 +𝑊ℎ𝑜 ∗ 𝐻𝑡−1 +𝑊𝑐𝑜 ∘ 𝐶𝑡 + 𝑏𝑜)                                  (5) 
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𝐻𝑡 = 𝑜𝑡otanh⁡(𝐶𝑡)                                                      (6) 

Where ∘ denotes Hadamard operation; * denotes convolution operation; σ is the activation 
function; xt is the input tensor; Ht is the hidden state tensor; Ct is the memory unit tensor; Wx 

and Wh correspond to 2D convolution kernels for input and hidden states, respectively; bi, bf, bc, 
and bo are bias terms.  

3 ANOMALY DETECTION SCHEME OF ROLLING BEARING OF PASSENGER CABLEWAY BASED ON 
IMPROVED DEEP LEARNING MODEL 

3.1 Anomaly Detection Model Combining ConLSTM and GAN 

The model proposed in this paper is composed of 4 parts, namely the discriminator D, the first 
encoder Enc1, the second encoder Enc2 and the decoder Dec. Figure 3 shows the structure of the 
proposed model. 

 

Figure 3: Structure of the proposed model. 

In Figure 3, the first sub-network is an autoencoder network consisting of encoder 1 (Enc1) and 
decoder (Dec) as the generator G of the model. The generator learns the input data distribution 
and reconstructs the input signal by using encoder and decoder networks, respectively. The sub-

network works as follows: the generator G first reads the input signal x, and forwards it to its 
encoding network Enc1. By using a ConvLSTM layer followed by Batch Norm and LeakyReLU 

activation functions in turn, Enc1 performs dimensionality reduction on x by compressing x to a 
vector z. z is also known as the bottleneck feature of the generator G and is assumed to be the 
best representation containing the smallest dimensionality of x. The decoder part of the generator 

network Dec adopts the generator architecture of DCGAN, using convolution transposition layer, 
ReLU activation function, Batch Norm normalization and tanh layer at the end. This technique 

amplifies the vector z to reconstruct the input signal x as 𝑥 . Thus, x is fed to the first encoder to 

get = Enc⁡ 1(𝑥) , and then z is passed to to the decoder network to get  𝑥 = Dec⁡(𝑧). 

The second subnetwork is the Encoder 2 (Enc2), which is used to compress the signal  

reconstructed by the generator G. It has the same structural details as Enc1. Enc2 performs 
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dimensionality reduction on   to find the corresponding feature 𝑧 = Enc2(𝑥) . For consistent 

comparisons, the vector ⁡𝑧 has the same dimension as z. The latent vector is minimized by 

bottleneck features, and learned how to use the minimum distance to achieve feature 

representation.  

The third sub-network is the discriminator D, which aims to classify the input x and the output  

 as true or false, respectively. In GAN, the discriminator plays a very important role. Based on 

the continuous adversarial training of the discriminator network and the generator network, the 
generator network can finally reach the Nash equilibrium and obtain the best parameters to 
simulate the original distribution of the data. If the discriminator is not strong enough or the 

structure is unstable, it may lead to the failure of the entire GAN network. This subnetwork is the 
standard discriminator network introduced in DCGAN [16]. 

The specific structure of Encoder 1 uses a 3-layer Conv-LSTM model to extract the temporal 
and spatial features of samples. Encoder 1 reads the input x through a sub-network including 
Conv-LSTM layer, Batch Norm layer and LeakyReLU activation function, and outputs the latent 

feature z (bottleneck feature). z is used as the unique representation of the input x. Symmetrically 
to Encoder 1, the decoder network upsamples the latent feature z until it is of the same dimension 

as the input signal and reconstructs the output, denoted as  . Encoder 2 and discriminator adopt 

the same structure as Encoder 1, but their respective parameters are learned independently during 
training. The Encoder 1 and decoder form a generalized generator, which together with the 
discriminator form a GAN. 

3.2 Fault Diagnosis Process 

In order to monitor and diagnose the health status of cableway rolling bearings while 

distinguishing the authenticity of the samples, the discriminator not only recognizes the state 
patterns of the samples, but also outputs the true/false labels of the samples. The generator 

generates corresponding new data samples   𝑋fake = {𝑥fate 
𝑘 }

𝑘=1

𝐾
⁡based on the input sample 

labels, and inputs it together with the original samples as a training set to the discriminator, and 

then the discriminator outputs the true/false labels of the samples associated with the 
corresponding fault type labels. 

Let the category label error and the true/false label error be the loss functions, and iteratively train 

the generator and the discriminator alternately. The process is as follows: 

When using the generator to generate new samples, Gaussian noise is randomly sampled to obtain 

random vectors {𝒛𝑘}𝑘=1
𝐾  ,which are fed into the generator and mapped to  𝒉𝑧

𝑘 (hidden layer 

vectors), and then new samples  {𝒙fake 
𝑘 }

𝑘=1

𝐾
 are generated with corresponding category labels. 

The calculations are as follows: 

𝒉𝑧
𝑘 = 𝑓𝜃𝑧(𝑾𝑧𝒛

𝑘 + 𝒃𝑧)                                                           (7) 

𝒙𝑓 fke 
𝑘 = 𝑓𝜃𝑧(𝑾𝑧𝑧

𝑘 + 𝒃𝑧
′ )                                                            (8) 

Where θz represents the input layer to the hidden layer of the neural network, θz= {Wz, bz};  𝜽𝑧
′  

is the parameter set from the hidden layer to the output layer of the neural network, 𝜽𝑧
′ = {𝑾𝑧

′ , 𝒃𝑧
′ }; 

Wz and  𝑾𝑧
′  are weight matrices. 

x̂

x̂

x̂
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During discriminator training, it is assumed that new samples  {𝒙fake 
𝑘 }

𝑘=1

𝐾
= 0 are generated, 

corresponding to the real category labels 𝑦fise 
𝑘  , and the original samples are {𝒙𝑚}𝑚=1

𝑀 = 1 , 

corresponding to the real category labels ym.  𝒚fate 
𝑘  and ym are input to the discriminator for 

authenticity discrimination, and the corresponding fake/real labels 𝒅𝑟𝑒𝑎𝑙
𝑚

 , 𝒅fake 
𝑘  , along with the 

associated category labels  𝑐real 
𝑚

 and  𝒄fabe 
𝑘  are output. The discriminator network is trained by 

minimizing the error of the true and false labels and the error of the category labels. The loss 
functions are calculated as follows: 

𝐿𝑐 = −
1

𝑀
∑  𝑀
𝑚=1 [𝒚𝑚ln⁡ 𝑐real 

𝑚 + (1 − 𝒚𝑚)ln⁡(1 − 𝑐red 
𝑚 )] −

1

𝐾
∑  𝐾
𝑘=1 [𝒚fake 

𝑘 ln⁡ 𝑐fake 
𝑘 + (1 − 𝒚fake 

𝑘 )ln⁡(1 − 𝑐fale 
𝑘 )]     (9)                 

𝐿𝑑 = −
1

𝑀
∑  𝑀
𝑚=1 ln⁡ 𝒅real 

𝑚 −
1

𝐾
∑  𝐾
𝑘=1 ln⁡(1 − 𝒅fake 

𝑘 )                              (10) 

𝐿𝐷 = argmin
Θ

(𝐿𝑐 + 𝐿𝑑)                                                           (11) 

where LD is the loss function of the discriminator in DCGAN; Θ denotes the parameter set; Ld is 

cross-entropy loss error of the true/false labels; Lc is the cross-entropy loss error of the category 
labels. 

3.3 Sample Generation and Fault Diagnosis Algorithm 

The original fault samples are used to train DCGAN, and the feature information in the fault signal 
is extracted through the mechanism of adversarial learning, and the distribution of the fault data is 
approximated. The final generator is considered to have learned the distribution of the original 

fault samples. In this way, theoretically speaking, the generator can be used to obtain new fault 
data samples to supplement the original fault data samples and solve the problem of sample 

imbalance. The algorithm implementation process is shown in Figure 4. 

 

Figure 4: Fault diagnosis process of the proposed method. 
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4.1 Dataset Description 

In order to verify the effectiveness of the proposed fault diagnosis method for passenger cableway 
rolling bearings based on the improved deep learning model, the bearing dataset from the Case 

Western Reserve University (CWRU) of the United States is used as the experiment dataset, and 
the effectiveness of the proposed fault diagnosis method is verified. Four types of bearings with 

inner race fault, outer race fault, rolling body fault and normal state are selected as the 
experimental objects. The signal was collected under four different operating speed conditions (1 
797 r/min, 1 772 r/min, 1 750 r/min and 1 730 r/min, respectively), and the sampling frequency 

was 12 kHz. Table 1 gives the dataset details, and Figure 5 shows the time-domain schematic 
diagram of different fault signals. It can be seen from Figure 5 that although the vibration signals 

of different types of faults have their own characteristics, it is difficult to observe the fault features 
hidden in the vibration signals. The ratio of labeled data to unlabeled data samples contained in 
the experimental data set is 1:6.5, that is, the amount of unlabeled data in the experimental data 

far exceeds that of labeled data, and the amount of labeled data is less than that used in general 
machine learning. Therefore, the dataset can fully verify the data labeling ability and fault 
classification ability of the proposed method. 

 
Bearing 
States 

Normal States/ 
Sample number 

Inner race fault/ 
sample number 

Outer race fault/ 
sample number 

Rolling body fault/ 
sample number 

Pitting 
diameter 

/mm 

- / 4571 0.41 mm / 865 0.35 mm / 866 0.41 mm/ 866 
0.18 mm / 1085 0.54 mm / 864 0.54 mm / 865 0.55 mm /865 

- 0.66 mm / 865 0.16mm  / 866 - 
- 0.17 mm / 865 - - 

 

Table 1: Statistics of the experiment dataset. 
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Figure 5:  Time domain diagram of normal signals and fault signals. 

4.2 Configuration of the Deep Learning Model 

Simulation experiments are performed in a Python environment to evaluate the fault detection and 
classification performance of the proposed method. The hardware platform is Intel i5-7500 3.5 

GHz CPU, 8 GB RAM, NVIDIA GeForce GTX 960 GPU. The experiment is implemented on 
TensorFlow2.2, optimized by Adam optimizer, the initial learning rate is 2e-3, momentum β1=0.5, 

β2=0.999. The hidden layer of Conv-LSTM is set to h = 250, and the number of training rounds is 
set to 2000 according to experience. When the performance of the model begins to decline, the 
parameters of the network are saved, because this performance decline is a sign of overfitting. 

4.3 Evaluation Metrics 

To evaluate the fault diagnosis performance of the proposed method, accuracy (Acc), precision 
(Pre), recall (Rec) and F1 (F1) scores are used as performance metrics, which are calculated as: 

𝐴𝑐𝑐 =
𝑇𝑃

𝑁
                                                                           (12) 

Pre⁡ =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                         (13) 

𝑅𝑒𝑐 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                         (14) 

𝐹1 = 2 ×
Pre×Rec

Pre+Rec
                                                                        (15) 

where N is the actual number of samples in the category, TP is the number of samples that 
actually belong to category c and are correctly classified into category c, FP indicates the number 
of samples that actually do not belong to category c but are incorrectly classified into category c, 

FN is the number of samples that actually belong to category c but are misclassified into other 
categories. The F1 score is the harmonic mean of recall and precision, and the closer the value is 

to 1, the better the performance. 

4.4 Ablation Study 

The proposed method incorporates the Conv-LSTM model into the classic DCGAN network to better 

capture and distinguish fault signal features. ConvLSTM is used to enhance the ability to capture 
temporal and spatial features, and follow the update equation to transfer them to adjacent inputs, 
thereby improving the overall sensitivity of the model to fault signals. Table 2 shows the average 

of the comparison results of the proposed method and the traditional DCGAN on the test data set 
for 5 experiments. It can be found that the proposed method achieves a better fault detection 

performance, and the average accuracy of the proposed method in 5 experiments is 96.17%, 
which is significantly higher than the average accuracy of 87.13% with traditional DCGAN. From 
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the experimental results, it can be seen that the proposed improved deep learning model and 
training optimization method have higher diagnostic efficiency in fault diagnosis. 

 
Models Acc Pre Rec F1 

Classic DCGAN 75.13 76.77 80.15 78.42 
Proposed Method 96.17 96.12 98.32 97.21 

 

Table 2: Ablation analysis results (/%). 

4.5 Comparison Results 

Table 3 shows the comparison results of the proposed method and the methods proposed in [12], 
[18] and [19] in terms of accuracy and F1 score on the experimental dataset. The data used in the 

proposed method and the comparison method are all original time-domain signals. In order to 
avoid the influence of chance, each method uses the same parameters to conduct 5 experiments 

and take the mean value. Among them, PSO-LSSVM [12] is a machine learning method based on 
manual features, and its fault classification performance cannot meet the requirements of safe 
operation of the cableway. In comparison with other deep learning methods, the proposed method 

achieves the highest accuracy and F1 score, because the proposed method uses the LSTM network 
to extract the context information of the long-term span of the data, and on this basis, it can also 
extract the spatial information with the DCGAN network, that is, the information between each 

attribute dimension. Therefore, the proposed model has an accuracy of 96.12% for fault 
classification, and an F1 score of 97.21%, which is the best among all methods for anomaly 

detection. It is proved that the proposed method has higher diagnostic accuracy and better 
stability when dealing with a large amount of unlabeled data. 

 

 Pre (/%) F1 score (/%) 

 [12] [18] [19] 
Proposed 
method 

[12] [18] [19] 
Proposed 
method 

Inner race 
fault 

55.35 85.77 87.19 97.65 50.27 82.55 87.10 98.02 

Outer race 
fault 

55.21 83.91 86.77 96.99 53.46 81.43 86.60 97.68 

Rolling body 
fault 

49.79 77.34 86.29 93.78 44.38 80.97 85.89 95.93 

Average 53.45 82.34 86.75 96.12 49.37 81.65 86.43 97.21 

 

Table 3: Comparison results of fault classification. 
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Figure 6 shows the accuracy results of the proposed method, classic CGAN, and other advanced 
methods in five repeated experiments. It can be seen from the figure that the proposed method 
achieves the highest accuracy in all five experiments, and has better stability than other 

algorithms. 

 

Figure 6: Accuracy results in five experiments. 

5 CONCLUSION 

Fault diagnosis of rolling bearings is a research hotspot in the field of mechanical fault diagnosis. 
In order to solve the problems of difficult access to labeled data samples, unstable models during 

training, and difficulty in setting parameters in traditional intelligent diagnosis methods, the 
improved DCGAN is used in the field of fault diagnosis in this paper. Firstly, an improved DCGAN 

anomaly detection model is proposed. Aiming at the problem of fault diagnosis under the condition 
of unbalanced sample data, a diagnosis model is established. Secondly, the experimental platform 
is used to simulate and collect rolling bearing data in various state modes, and the signal 

processing and fault diagnosis experiment analysis is carried out. Finally, the results obtained by 
the proposed method and other advanced deep learning methods are compared and summarized, 
and the results verify the effectiveness of the proposed method in extracting fault features and the 

intelligence of efficient fault identification. The comparison of experimental results shows that 
compared with other advanced methods, the proposed method has higher accuracy and good 

stability, and can complete the fault data labeling task while classifying with high precision, which 
has certain engineering application prospects. In the follow-up work, we will further think about 
how to improve the design network structure, so as to further improve the precision and recall rate 

of the model. In addition, we will also try to use advanced visualization technology to more 
intuitively display the fault diagnosis results of the deep learning-based model. 
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