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Abstract. Assembly operations of products can be determined by assembly sequence planning to meet assembly criteria. Although the genetic algorithm (GA) is one of the common algorithms used to find the optimal sequence of components in the product assembly, the optimal sequence is selected after the elimination of sequences that do not meet constraints. There is a lack of research on the effect of different types of crossover operators on GA performance. This paper introduces applications of different GA operators in the search for the optimal product assembly sequence. Four versions of GA are evaluated for their performances by employing different crossover operators in the algorithm. The roulette wheel is used as the selection mechanism. The solutions are examined by the statistical analysis in three case studies. This investigation obtains the pros and cons of each method to select the most suitable GA crossover operator for solving this specific optimization problem.
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1 INTRODUCTION

Assembly sequence planning (ASP) develops a comprehensive plan for product assembly operations [2], which requires the identification of relevant constraints and requirements that must be satisfied for the optimal sequence of assembly operations. ASP ensures that the final product is safe and reliable in operations and reduces the production cost and time to market. As the assembly process accounts for approximately 20-30\% of the manufacturing cost and total production time, it is essential to reduce the assembly time and cost through ASP [17][29].

ASP determines operation orders of product components in the assembling process. Assembly sequences of a product are searched to meet constraints. The optimal sequence takes the minimum time or cost for assembly operations. An ASP problem can exhibit a search space explosion when the number of components increases, which is an NP-hard problem. For instance, if a product consists of 9 components being assembled in any order, the total number of possible assembly sequences is 9! which equals 362880 solutions [22].
Metaheuristic optimization algorithms are widely used in finding optimal or near-optimal solutions to explore a large solution space [11]. Genetic algorithm (GA) is a type of metaheuristic optimization technique that imitates the process of natural selection to solve complex problems, which provides an effective way to solve ASP problems by using a population of candidate solutions that evolve over multiple generations. Using GA, each candidate solution is represented as a chromosome, and the algorithm evaluates the fitness of each chromosome based on its satisfaction with the objective function, such as minimizing assembly time. The GA uses techniques such as selection, crossover, and mutation to generate new populations of candidate solutions.

GA can be applied in ASP to handle different variables and constraints for specific problem requirements. For example, different types of selection, crossover, and mutation operators can be used to balance exploration and exploitation of the search space. Crossover is a crucial genetic operator in GA to combine the genetic information of two or more individuals to create new individuals [7]. Different types of crossover operators have been used for ASP.

Although GA is commonly used to find the optimal sequence of components in the product assembly, the optimal sequence is selected after the elimination of sequences that do not meet constraints. There is a lack of research on the effect of different crossover operators on GA performance. In this paper, four different versions of GA are compared for the ASP problem by employing different crossover operators. In the following section, the literature is reviewed for the existing research on ASP and GA. Section 3 describes the research definition for the objective function and constraints of the problem. In Section 4, different types of GA operators are described for applications. Section 5 discusses three case studies by implementing and executing the different GA operators. Finally, the conclusions and future work are discussed in Section 6.

2 LITERATURE REVIEW

Different approaches have been proposed for ASP including knowledge-based, graph-based, and artificial intelligence (AI)-based methods. The knowledge-based approaches use expert knowledge and experience to form a set of rules and heuristics to generate feasible and optimal assembly sequences. In these approaches, assembly sequences are determined by predefined rules [27]. A set of rules is typically used for ASP searching. Multiple yes-no questions can be applied to identify these rules. For example, Niu et al. [18] developed rules for automatically extracting precedence graphs to form assembly sequences. Dong et al. [5] explored solutions to the ASP problem by using connection-semantic trees to represent non-geometric and geometric rules. Using the knowledge-based strategy, Hsu et al. [8] predicted a near-optimal assembly sequence.

Graph-based approaches represent ASP problems as a graph while using heuristics to search the graph for solutions. Graph-based methods can be used to find the shortest path through the graph for the optimal assembly sequences. There are three types of graph-based approaches: connector, AND/OR, and directed graphs. Directed graphs form product assembly plans at the intermediate level using nodes for a set of elements such as components or sub-assemblies. AND/OR graphs [2] are used to represent component relationships of the assembly. Connector-based graphs have limited functions for joined parts [1]. The graph-based approach requires considerable computational time and resources when the product consists of many parts. An explosion graph of assembly representations can be formed for the transforming rules. The hierarchical graph and the associated part configuration graph were used by Pan et al. [20] for representing a furniture model.

AI-based methods for ASP have shown promise in optimizing the assembly process and improving the efficiency and accuracy of assembly operations. The AI-based methods for minimizing the computation time of ASP problems has been applied extensively in recent years. AI-based methods have been used to develop efficient algorithms and heuristics for solving ASP problems. These methods are used to reduce time to solve complex problems in real-world applications. According to Deepak et al. [4], various AI techniques have been used to optimize ASP using various approaches, including GA, ant colony optimization (ASO), simulated annealing algorithm (SA), particle swarm optimization (PSO), artificial neural networks (ANNs), and artificial...
immune systems (AIS) [25]. Recent developments in machine learning approaches have also contributed to solving of ASP problems using AI [12].

Applications of GA in ASP include optimizing assembly sequences with multiple objectives, satisfying constraints, handling uncertainties, incorporating disassembly operations, and optimizing assembly sequences for different manufacturing processes [15]. Marian et al. [16] used GA to generate and evaluate different assembly sequences for the optimal sequence in Assembly Sequence Planning Problem (ASPP). The algorithm has a classic structure, but the genetic operators are modified and adapted for the specific set of tasks to fulfill. Kaya et al. [14] introduced an approach to assembly planning by using a multi-objective GA. The approach incorporates tolerance and clearance factors as constraints in assembly planning to consider their effect on different assembly sequences. To enhance the search for feasible solutions, a multi-objective GA is proposed that utilizes a fuzzy weight distribution algorithm to establish diverse fitness functions. Wang et al. [26] presented a multi-objective optimization mathematical model to integrate ASP and Assembly Line Balancing (ALB) for the product plan selection. An improved GA-based approach for ASP optimization was proposed by Peng et al. [21] in a mechanical assembly system with multiple objectives.

Crossover operators are a key component of GA for generating solutions by combining information from parent solutions. Using different operators can result in different search behaviors to affect the convergence rate and quality of solutions [10]. The advantage of comparing different crossover operators is to identify the best operator for a given problem. Several approaches can be used to select the crossover operator with a better performance in GA. One common approach is to compare the fitness values of solutions using different crossover operators. Another approach is to evaluate the convergence rate of GA using different crossover operators. Additionally, statistical tests can be used to compare the performance of different crossover operators.

Although GA has been extensively applied in ASP, there is a lack of research on the effect of different crossover operators in GA on the ASP problem. Umbarkar and Sheth [24] reviewed different types of crossover operators that could be employed in GA. It was found that researchers often use GA crossover operators that have been successful in similar applications for new problems. Crossover operators typically are built upon existing ones with additional changes to increase their effectiveness. To find the best crossover operator for a new problem, it is suggested to first examine similar problems that have been solved by GA and various crossover operators. It is also important to gain an understanding of the problem search space and its modality extremes. Hussain et al. [9] applied GA to solve a traveling salesman problem using three crossover operators, including Partially-Mapped Crossover (PMX), Order Crossover (OX), and a proposed operator called CX2. These operators were tested in an experiment, it was found that CX2 outperformed the other two operators. The operators were also applied in twelve benchmark instances to evaluate their global performance. Xin et al. coded an acyclic serial-parallel sequence with the original and mutation operators for the product assembly of a satellite [28].

In summary, GA is an important tool for solving ASP problems to handle complex problems and explore the search space to meet specific requirements. However, one of the critical factors that influence the performance of GA in ASP is the choice of crossover operators. The crossover operator is a genetic operator to combine parent chromosomes to produce one or more offspring chromosomes. There are several types of crossover operators, including Order Crossover (OX), Cycle Crossover (CX), Partially-Mapped Crossover (PMX), and Position-Based Crossover (PBX). Each type of crossover has its strengths and weaknesses and can be customized according to the specific requirements of the problem. Therefore, this research aims to compare and evaluate the performance of different crossover operators for GA to determine the best solution for ASP. This comparison study can gain insights into strengths and weaknesses of each approach to identify the best algorithm for this particular optimization problem.
3 MODELING THE ASSEMBLY SEQUENCE PLANNING PROBLEM

Objective function and constraints are defined for the optimal search of product assembly sequences.

3.1 Constraints

3.1.1 Liaison/Contact Constraint
Liaison or contact constraint represents a part contact with other parts in the product. The contact matrix of an n-parts product is an \( n \times n \) matrix defined in Equation (3.1), where if part \( P_i \) has contact with part \( P_j \), \( C_{PiPj}=1 \), otherwise \( C_{PiPj}=0 \).

\[
Contact Matrix = \begin{bmatrix}
C_{P1P1} & C_{P1P2} & \ldots & C_{P1Pn-1} & C_{P1Pn} \\
C_{P2P1} & C_{P2P2} & \ldots & C_{P2Pn-1} & C_{P2Pn} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
C_{Pn-1P1} & C_{Pn-1P2} & \ldots & C_{Pn-1Pn-1} & C_{Pn-1Pn} \\
C_{PnP1} & C_{PnP2} & \ldots & C_{PnPn-1} & C_{PnPn}
\end{bmatrix}
\]

(3.1)

3.1.2 Geometrical constraint
Geometrical constraint requires a collision-free path in the product assembly, represented by an interference matrix in Equation (3.2). Six principal directions axes \( \{\pm x, \pm y, \pm z\} \) are used in this study to represent part movements, where \( I_{PjP_i} \) represents the interference of parts \( P_j \) and \( P_i \), \( I_{PjP_i}=1 \) \( j \in [1,n] \)), otherwise \( P_{j}=0 \).

\[
IM_k = \begin{bmatrix}
I_{P1P1} & I_{P1P2} & \ldots & I_{P1Pn-1} & I_{P1Pn} \\
I_{P2P1} & I_{P2P2} & \ldots & I_{P2Pn-1} & I_{P2Pn} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
I_{PnP1} & I_{PnP2} & \ldots & I_{PnPn-1} & I_{PnPn}
\end{bmatrix}
\]

(3.2)

\( D_d(P_i \rightarrow S_h) \) is defined for moving parts \( P_1 \) to \( P_h \) as follows.

\[
D_d(P_i \rightarrow S_h) = \sum_{j=1}^{i-1} I_{PjP_i}^d
\]

(3.3)

Equation (3.3) requires that there is at least one direction \( D_d(P_i \rightarrow S_h) = 0 \), otherwise, part \( P_i \) cannot be moved from its current position.

3.1.3 Precedence constraint
The precedence constraint refers to the order of components being assembled to ensure parts to be assembled before certain components, represented by Equation (3.4). For instance, a nut must be assembled after the screw.

\[
Precedence Matrix = \begin{bmatrix}
P_{P1P1} & P_{P1P2} & \ldots & P_{P1Pn-1} & P_{P1Pn} \\
P_{P2P1} & P_{P2P2} & \ldots & P_{P2Pn-1} & P_{P2Pn} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
P_{PnP1} & P_{PnP2} & \ldots & P_{PnPn-1} & P_{PnPn}
\end{bmatrix}
\]

(3.4)

where \( P_{ji}=1 \) if part \( j \) is assembled before part \( i \), otherwise, \( P_{ji}=0 \).

The precedence matrix plays a crucial role in assembly sequence planning, particularly when certain parts need to be assembled before others. The precedence matrix indicates dependencies of parts that must be assembled before others. By utilizing the precedence matrix, assembly planning can effectively form the correct assembly order.
3.2 Objective Function

Different measures can be used in searching for optimal sequences to reduce product assembly time and cost. In this research, the minimum change of assembly orientations and tools is applied in achieving the objective. The objective function is as follows.

\[
F = \frac{(2 \times S) - (w_1 \times N_{or}) - (w_2 \times N_t))}{\text{Denominator}};
\]

\[
\text{Denominator} = ((2 \times m) + (i_{\text{coeff}} \times \text{liaisonIndex}));
\]

where \( S \) is the total number of parts in a product, \( N_{or} \) is the number of orientation changes, \( W_1 = 0.5 \), \( W_2 = 0.5 \), and \( N_t \) is the number of tool changes. In other words, \( N_{or} \) refers to the change of operation directions required for assembling components. Moreover, \( N_t \) represents switches between tools used in the assembly process. A tool change is required when two consecutive assembled parts are different.

A penalty is employed in the denominator, where "\( m \)" represents the total number of interferences, and "\( \text{liaisonIndex} \)" is the total number of violations of the liaison/contact constraint. The "\( \text{liaisonIndex} \)" represents constraints related to the contact between parts in the product. The liaison/contact constraint ensures that parts are properly connected or in contact with each other. The "\( m \)" in the denominator represents the total number of interferences, which refers to any collisions or overlaps between parts during the assembly process. These two factors play a role in the penalty employed in the denominator of the objective function (Equation 3.5). The penalty considers the number of interferences and violations of the liaison/contact constraint in the assembly sequence. Overall, the "\( \text{liaisonIndex} \)" and "\( m \)" in the objective function reflect the importance of ensuring proper part contact and minimizing interferences during the assembly process. By incorporating the penalty, the objective function seeks to minimize the number of interferences and violations, leading to an optimized assembly sequence that reduces assembly time and cost with the minimum change of orientations and tools.

A framework of the ASP approach is shown in Figure 1.

4 PROPOSED METHOD

4.1 Genetic Algorithm (GA)-based Method for ASP

The pseudo-code of GA is shown in Figure 2. The GA algorithm begins at initialization to generate random chromosomes or sequences, \( npop \). The fitness values of these sequences are then calculated. Populations are sorted accordingly, as shown in Pseudo-code 2 in Figure 3. The optimal population is selected from the sorted populations in the main loop of the algorithm. The loop continues until the number of function evaluations reaches a certain value. In the crossover step, the roulette wheel selection mechanism chooses parents. One of the four crossover types is applied to generate new populations, \( popc \). The mutation operation is then applied to generate other sets of populations called \( popm \), whose fitness values are evaluated. All three Populations, i.e., \( npop \), \( popc \), and \( popm \), are finally combined and sorted to decide the optimal sequence.

The objective function is searched based on the constraint matrices of the product. The geometric feasibility constraint determines the geometric feasibility of a sequence. The liaison feasibility constraint is used to determine the liaison index, base component, and a flag indicating whether the sequence is feasible. Furthermore, the precedence feasibility constraint is used to determine the number of precedence feasibility violations.
% Defining GA Parameters
Selection of the number of populations (n_pop) and iterations

% Initialization
For i=1: number of runs
    Randomly initializing the chromosomes (n_pop)
    Fitness value calculation
    Sorting the initialized populations based on their fitness values (pseudo-code 2)

% Main loop
while NFE ≤ MaxNFE:
    it = it + 1;
    % Crossover
    for Number of chromosomes/2:
        Choosing parents using a selection mechanism
        Applying one of the four crossover types and generating new populations (popc)
        Fitness value calculation of popc by calling the objective function (pseudo-code 2)
    end for
    % Mutation
    for Number of chromosomes/2:
        Applying mutation operator and generating new populations (popm)
        Fitness value calculation of popm by calling the objective function (pseudo-code 2)
    end for
    NFE ← NFE + 2
    Combining the lately generated chromosomes with the previous ones
    Sort chromosomes from the best to the worst based on their fitness values
    Save the best half and discard the remaining.
end while

Figure 1: Framework of ASP.

Figure 2: The main loop of GA (Pseudo-code 1)
% Objective function
Fitness value ← ObjFunction(Sequence)
Input: sequence for GA generated randomly
Output: fitness value of the sequence

% Input information
Importing matrices of the product representation

% Checking the feasibility of the constraints for the sequence and finding m as well as liaisonIndex
[m, gFlag] ← GeomFConstraint(Sequence);
[liaisonIndex, base component, IFlag] ← LiaisonFConstraint(Sequence);
[nPV,pFlag] ← PrecFConstraint(Sequence)

% Evaluation of the solution
Noor ← nOr(Sequence, IMs)
Nt ← nTool(Sequence, tool table)

% objective function
Denominator = ((2*m)+(2*liaisonIndex));
If Denominator ==0
Denominator=1
end if
F=-(2*S)-(w1*Nor)-(w2*Nt))/Denominator;
end function

Figure 3: The objective function search (Pseudo-code 2)

4.2 GA Crossover Operators
The crossover represents one of the three main operations in GA, i.e., mutation, crossover, and selection mechanism. Four GA crossover operators are examined, namely Cycle crossover (CX), Position-based crossover (PBX), Order crossover (OX), and Partially-mapped crossover (PMX) [7],[14], to evaluate the performance of GA for ASP. There are two common GA mechanisms to select parents and survivors: the roulette wheel and tournament selection. This study uses the roulette wheel selection method as it is simple to implement, computationally efficient, and has smooth selection pressure to avoid the premature convergence of solutions.

4.1.1 Cycle Crossover (CX)
The cycle crossover conserves as much information as possible for the absolute positions of elements [19],[23]. CX operators divide elements into cycles. When parents of entities are in alignment with one another, elements will form a cycle. To generate the offspring, alternative cycles are chosen from each parent’s permutation as shown in Figure 4. To construct cycles, it is necessary to identify cyclical elements of the offspring and copy each one into the offspring [13].

Figure 4: Operations of CX crossover.
4.1.2 Position-based crossover (PBX)
Position information is maintained throughout recombination of the PBX operator. In this operator, a sequence is constructed by selecting several random locations and one parent as shown in Figure 5. Those elements have the same parent as those in the positions. The remaining elements are inherited in the order they appear in the second parent after removing elements of the second parent in those random locations of the first parent. Accordingly, its elements are chosen at random, not based on their locations within a parent.

Figure 5: PBX crossover procedure.

4.1.3 Order crossover (OX)
This operator is for solving order-based permutation problems [3]. It involves copying the first portion of the first parent into an empty offspring at random. From the first element of the second parent, the remaining numbers are copied to the new child, and unused numbers are removed from the subsequent offspring as shown in Figure 6. A second offspring can be created by switching the functions of the parents.

Figure 6: Operations of OX crossover.

4.1.4 Partially Mapped Crossover (PMX)
In this crossover operator, two points are selected [6]. From one parent to the other, elements are replaced between these two points as shown in Figure 7. It is necessary to find and replace the corresponding element from the other parent if it is already present between two crossover points of the offspring. The second parent must also contain a corresponding element if it is also present between the crossover points of the first chromosome. This process is continued until there are no more corresponding numbers between crossover points.

Figure 7: Representation of PMX crossover
5 RESULTS AND DISCUSSIONS

5.1 Case Study 1

The proposed method is applied in ASP for a 22-component product as shown in Figure 8 [15]. The optimization search is executed using four different GA operators, each for 30 independent runs. Statistical data of the 30 runs for each algorithm are extracted. The proposed algorithms are coded including the four crossover types. This gives us a full control over the implementation process and allows us to customize the process to match the research objectives.

Descriptive statistical data such as best, worst, mean, and standard deviation are employed to gain insights into the behavior and quality of solutions obtained by the algorithms. The 'best' values represent the highest-quality solutions obtained among the 30 runs, while the 'worst' measure indicates the poorest solution achieved. The 'mean' provides an average solution quality, serving as an overall performance measure, and the 'standard deviation' quantifies the variability in the solution quality for the robustness of the algorithms. Although such characteristics are not standardized in the literature, they are widely accepted and utilized for evaluating optimization algorithms. In this research, they enable objective comparisons among different crossover operators and offer a quantitative assessment of the algorithm performance. Running each algorithm 30 times allows for capturing the stability, convergence, and consistency of the algorithm across multiple runs. By incorporating these statistical measures, a rigorous evaluation framework is established to assess the effectiveness and efficiency of each genetic algorithm in optimizing the ASP problem.

The best values for the objective function, mean values, standard deviation (STD), and worst values of each of the runs are shown in Table 1. It shows that OX-GA has the optimum best, mean, and worst values. An algorithm is considered more robust when it shows larger values for best, mean, and worst fitness values while having the least standard deviation. Fewer values for STD show more chance to obtain similar results when reusing the algorithm. For the best fitness values, after PMX-GA, PBX-GA and OX-GA reach values of 8.723 and 9.264, respectively.

![Figure 8: Product of Case Study 1.](image)

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Best</th>
<th>Mean</th>
<th>STD</th>
<th>Worst</th>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>OX-GA</td>
<td>33.3</td>
<td>24.015</td>
<td>9.264</td>
<td>8.6</td>
<td>✓</td>
</tr>
<tr>
<td>PBX-GA</td>
<td>33.3</td>
<td>13.379</td>
<td>8.723</td>
<td>4.287</td>
<td>✓</td>
</tr>
<tr>
<td>PMX-GA</td>
<td>32.5</td>
<td>10.361</td>
<td>7.423</td>
<td>3.48</td>
<td>✓</td>
</tr>
<tr>
<td>CX-GA</td>
<td>16.75</td>
<td>5.543</td>
<td>3.577</td>
<td>2.175</td>
<td>x</td>
</tr>
</tbody>
</table>

Table 1: Statistical data and feasibility status of results obtained by GAs for case study 1 (Number of iterations: 300, Number of populations: 200, Number of runs: 30).

The mean convergence curves of the algorithms are shown in Figure 9. It shows that OX-GA has the fastest convergence curve. Although PMX-GA outperforms the PBX-GA at first iterations, it
converges to a lower fitness value. The CX-GA could not form any feasible sequences to meet the constraints. The best sequences obtained by the algorithms are listed in Table 2. All the sequences start from part 1 as it is the part with the maximum number of connections with adjacent parts. This result indicates that among four GA crossover operators, OX is the best candidate for ASP.

![Average convergence curves of GAs with different crossover operators](image)

**Figure 9:** Average convergence curves of GAs with different crossover operators.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Obtained sequences from the optimization</th>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>OX-GA</td>
<td>1,2,5,9,3,6,10,13,22,19,21,20,4,8,12,7,11,14,16,15,17,18</td>
<td>✓</td>
</tr>
<tr>
<td>PBX-GA</td>
<td>1,2,5,9,3,6,10,13,21,19,22,20,4,8,12,7,11,14,16,15,17,18</td>
<td>✓</td>
</tr>
<tr>
<td>PMX-GA</td>
<td>1,2,5,9,3,6,10,4,7,11,13,21,19,20,19,22,8,12,14,16,15,17,18</td>
<td>✓</td>
</tr>
<tr>
<td>CX-GA</td>
<td>1,2,5,9,3,6,10,13,4,7,11,14,16,15,17,18,8,12,22,21,20,19</td>
<td>x</td>
</tr>
</tbody>
</table>

**Table 2:** Obtained sequences with the lowest fitness values by different algorithms for case study 1 (Number of iterations: 300, Number of populations: 200).

As shown in Table 2, despite conducting 30 runs with 300 iterations and a population size of 200, CX-GA is unable to find any feasible assembly sequences. The specific characteristics of this crossover operator may limit its ability to explore the search space thoroughly and effectively, failing to discover feasible assembly sequences. The lack of feasibility in CX-GA could also be attributed to the specific characteristics of this crossover operator. Likely, CX-GA combined data from parent individuals results in incompatible or invalid assembly sequences. As a result, the algorithm is unable to generate feasible solutions that satisfy assembly constraints and requirements. This limitation highlights the importance of carefully selecting and evaluating crossover operators in the GA for assembly sequence planning. While other crossover types demonstrate better performance in finding feasible assembly sequences, the inability of CX-GA to achieve feasibility emphasizes the need for further investigation and the development of alternative approaches to address this challenge.

### 5.2 Case Study 2

The product of case study 2 is depicted in Figure 10 [15]. The ASP optimization search is conducted using four GA crossover operators, each with 30 independent runs. Statistical data from the 30 runs for each algorithm are extracted and presented in Table 3, which includes the best values for the objective function, mean values, STD, and worst values. The results indicate that the OX-GA algorithm achieves the maximum best, mean, and worst fitness values, while having the least STD value. Hence, the OX-GA algorithm demonstrates its robustness in finding the optimal solution for the ASP problem.
Figure 10: Product of Case Study 2.

Figure 11 displays the mean convergence curves of the various algorithms, revealing that the OX-GA algorithm has the quickest convergence. Although the CX-GA algorithm initially outperforms PBX-GA and PMX-GA, it eventually converges to a lower fitness value. Table 4 presents the best sequences generated by each algorithm, all of them start at part 5 due to their maximal number of connections with adjacent parts. The results suggest that OX-GA is the optimal choice for ASP among the four GA crossover operators as it has the maximum mean, maximum worst, and least STD while having the same best value obtained by the PBX-GA and PMX-GA algorithms.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Best</th>
<th>Mean</th>
<th>STD</th>
<th>Worst</th>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>OX-GA</td>
<td>37.2</td>
<td>37.093</td>
<td>0.211</td>
<td>36.5</td>
<td>✓</td>
</tr>
<tr>
<td>PBX-GA</td>
<td>37.2</td>
<td>33.218</td>
<td>7.446</td>
<td>18.35</td>
<td>✓</td>
</tr>
<tr>
<td>PMX-GA</td>
<td>37.2</td>
<td>34.358</td>
<td>6.412</td>
<td>18.2</td>
<td>✓</td>
</tr>
<tr>
<td>CX-GA</td>
<td>36.9</td>
<td>30.59</td>
<td>8.336</td>
<td>17.9</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 3: Statistical data and feasibility status of results for case study 2 (Number of iterations: 300, Number of populations: 200, Number of runs: 30).

Figure 11: Average convergence curves of GAs with different crossover operators.
5.3 Case Study 3

Figure 10 [4] shows the product of case study 3. Like the previous cases, to optimize the ASP, four different GA crossover operators are employed, each runs independently for a total of 30 times. Outcomes of these runs are analyzed and summarized in Table 5, which provides the best objective function values, mean values, STD, and worst values. From the results, it is observed that the OX-GA algorithm achieves the highest fitness values for the objective functions, in terms of the best, mean, and worst values.

![Figure 12: Product of Case Study 3.](image)

Table 4: Sequences with the lowest fitness values by different algorithms for case study 2 (Number of iterations: 300, Number of populations: 200).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Obtained sequences from the optimization</th>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>OX-GA</td>
<td>5,20,12,1,13,4,11,15,18,9,8,16,7,6,21,10,2,17,3,14,19</td>
<td>✓</td>
</tr>
<tr>
<td>PBX-GA</td>
<td>5,20,12,1,13,4,11,15,18,9,8,16,6,7,10,21,3,14,17,2,19</td>
<td>✓</td>
</tr>
<tr>
<td>PMX-GA</td>
<td>5,20,12,1,13,11,4,15,18,8,9,16,7,6,10,21,17,2,3,14,19</td>
<td>✓</td>
</tr>
<tr>
<td>CX-GA</td>
<td>5,20,12,1,13,4,11,15,18,8,9,16,7,6,2,17,19,14,3,10,21</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 5: Statistical data and feasibility status of results for case study 3 (Number of iterations: 300, Number of populations: 200, Number of runs: 30).

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Best</th>
<th>Mean</th>
<th>STD</th>
<th>Worst</th>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>OX-GA</td>
<td>22</td>
<td>21.653</td>
<td>0.138</td>
<td>21.6</td>
<td>✓</td>
</tr>
<tr>
<td>PBX-GA</td>
<td>22</td>
<td>21.613</td>
<td>0.073</td>
<td>21.6</td>
<td>✓</td>
</tr>
<tr>
<td>PMX-GA</td>
<td>22</td>
<td>21.613</td>
<td>0.073</td>
<td>21.6</td>
<td>✓</td>
</tr>
<tr>
<td>CX-GA</td>
<td>21.6</td>
<td>21.520</td>
<td>0.163</td>
<td>21.2</td>
<td>✓</td>
</tr>
</tbody>
</table>
**Figure 13:** Average convergence curves of GAs with different crossover operators.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Obtained sequences from the optimization</th>
<th>Feasibility</th>
</tr>
</thead>
<tbody>
<tr>
<td>OX-GA</td>
<td>11,9,8,7,10,1,2,3,4,5,6</td>
<td>✓</td>
</tr>
<tr>
<td>PBX-GA</td>
<td>11,9,8,10,7,1,2,3,4,5,6</td>
<td>✓</td>
</tr>
<tr>
<td>PMX-GA</td>
<td>11,9,8,10,7,1,2,3,4,5,6</td>
<td>✓</td>
</tr>
<tr>
<td>CX-GA</td>
<td>9,8,10,7,1,2,3,4,5,6,11</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 6: Sequences with the lowest fitness values by different algorithms for case study 3 (Number of iterations: 300, Number of populations: 200).

In summary, the OX-GA algorithm performs well for all three cases in achieving the best statistical outcomes, obtaining the highest best, highest mean, and highest worst fitness values for all three cases.

One limitation of our investigation is the challenge of determining the most suitable type of crossover in the genetic algorithm. Although the OX crossover outperforms other types in our experiments, different types of assembly problems or variations in problem instances may require different crossover operators for better performance. To address this limitation, the future research will focus on developing robust methodologies for automatically selecting or adapting crossover operators based on problem characteristics or problem-specific knowledge. Such approaches could involve incorporating machine learning techniques to learn relationships between the problem instances and the performance of different crossover operators. By leveraging this approach, the genetic algorithm can dynamically adapt to the specific assembly sequence planning problem for enhancing its effectiveness and efficiency.

This research holds practical implications for assembly line planning, offering the potential for cost savings and increasing efficiency for manufacturers. By implementing the optimal assembly sequence planning obtained by the proposed approach, manufacturers can achieve cost savings by minimizing unnecessary movements and assembly time, reducing waste and rework, and optimizing resource allocation.

**6 CONCLUSIONS**

This paper conducts a comparison study on different GA crossover operators to examine their effect on the performance of ASP. An objective function is proposed for the minimum changes of the assembly orientations and tools in searching for the optimal assembly solution. The feasibility of the sequences is considered based on the product constraints. For the two case studies, four
variants of GA are executed independently over 30 times. The reliability of each GA variant is assessed by statistical data of the results, including the best, mean, worst, and STD.

The comparison of four different approaches for assembly sequence planning highlights distinct performance differences. The PMX-GA and CX-GA approaches yield suboptimal results in the first case study, with CX-GA even failing to generate feasible assembly sequences. In the second case study, PBX-GA, PMX-GA, and CX-GA struggle to match the good performance of OX-GA in terms of mean, standard deviation, and worst fitness values. Additionally, the CX-GA approach is outperformed by other algorithms in the third case study, while OX-GA obtains the best results in terms of best, mean, and worst measures. Overall, OX-GA consistently demonstrates the superior performance, making it the preferred choice in GA for optimizing ASP due to its ability to find optimal or near-optimal assembly sequences.

As shown in this research, the genetic algorithm must be tailored and tuned for the problem of ASP, and results highly depend on the selection of crossover operators. Furthermore, the performance of the genetic algorithm is dependent on the choice of the selection mechanism. This is because selection mechanisms influence the diversity of the population, which is necessary to maintain genetic variability and enable the genetic algorithm to explore the search space more effectively. Therefore, in the future work, we will explore machine learning approaches, such as Reinforcement Learning (RL) for a more efficient and adaptable approach to solving the ASP problem. By using RL to dynamically select the type of crossovers, the algorithm can adapt to changes in the problem or search space, leading to better performance and faster convergence to optimal solutions. Additionally, it will enable us to take advantage of both RL and GA strengths, leading to improved performance and robustness of ASP.
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