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Abstract. Foot pain have become one of the common health problem. One of the
commonly-used noninvasive method to relieve foot pain is to insert insoles in ones’ shoes.
However, choosing the right insoles strongly depends on foot arch types, i.e., high arch,
normal arch, and flat foot. Aside from manual classification, using foot images become an
alternative methods to classify the foot type. We propose to develop mathematical models
using machine learning techniques to improve the accuracy and reduce the time of the foot
arch classification from foot pressure scanning image. 200 foot images were used to develop
the models by applying decision tree, random forest, support vector machine, artificial neural
network, and XGBoost algorithm. We found that the decision tree classifier with the features
including different areas of part of foots, arch index, whole foot area, and side of foot has the
best performance than the other classifiers in terms of accuracy, precision, recall, F1 score,
and the number of features. The results also demonstrates that the obtained model can
classify foot arch types with high accuracy at 95% on the testing experiment.

Keywords: Foot arch, Foot arch type, Image classification, Foot pressure scanning image
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1 INTRODUCTION

Feet are one of essential organs, which help humans to maintain and relocate the center of their body. Every
day, people rely on their feet to support a weight and movement of their body. In 2011, several research
stated that the percentage of working people and elderly people, who have foot health problems (such as foot
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pain) has continuously increased, i.e., 24% or one quarter of number of people [24]. Foot pain causes many
problems, which have a great impact on working and daily life, including sports and other activities [5, 9].
Furthermore, in elderly people, foot pain and foot health problems may increase the risk of falling and other
health problems.

There are many causes of foot pain, such as physical activities or abnormal bone structure and muscle. Foot
posture [18] is considered to be an important component of musculoskeletal assessment in clinical practices
and research. The foot helps a person maintain and shift one’s center of gravity. When the structure or the
state of the human body changes, plantar pressure distribution changes accordingly. Foot posture alignment
is related to foot deformity problems in that the foot lades the weight and contains the stability.

In order to noninvasively aid patients suffering from foot pain, a foot orthosis, such as an insole, is placed
under patients’ feet to support their feet and body. The insole with a proper shape and size customized to a
person, i.e., a personalized insole, can relieve foot pain [22, 13, 12]. There are many important factors to be
considered for making a personalized foot insole. One of them is foot arch structure [27] (Fig. 1), classified
into 3 types: normal arch, flat arch and high arch [10]. The normal arch will leave a print of one’s heel and
forefoot connected by a slightly narrower area. The flat arch or low arch is a flexible foot, which is wider and
straighter than a footprint with an arch sitting low to the ground. Lastly, the high arch demonstrates a very
narrow curved footprint with an arch sitting higher from the ground. The shapes of feet are important for good
health. Unfortunately, some people have abnormal shapes of feet, such as “flat arch” and “high arch”. These
badly affect the performance of walking and maintaining posture. People having a high arch may experience
an imbalance in their body, causing the sprained ankle after standing for a long time. The flat arch may cause
lower back and knee pains. These foot deformity problems can be caused by pedialgia, which is relevant to
knee pain, ischialgia, and lumbago.

Figure 1: Foot Arch Types.

Therefore, understanding the foot morphology and foot arch is necessary not only for clinical and rehabil-
itative purpose but also for designing personalized and comfortable insole and footwear. In addition, simple
and quantitative classifications of foot arches can help to provide appropriate footwear for each arch structure
to avoid harm to foot health [10]. Investigation into the effects of foot structure on foot function has been at
the core of many studies, sometimes with conflicting results [10, 14].

The traditional method for analyzing foot arch types is manual measurement and calculation, which strongly
relies on Arch Index [14], an index representing the area of the middle third of the footprint. The method
separates the footprint in a ratio form, excluding the toes. It classifies arch types that relate to foot pressures
and rear foot motion from stepping to moving the position. In addition, the arch index also correlates with
the height of the navicular and foot angular measures from the radiograph. The arch index is measured by
using a graphic tablet or optical scanner to observe the footprint and calculate the footprint area by imaging
software. Arch Index can be calculated using the equation AI = B/(A + B + C) [14], where A, B, and C
are the area of parts of the foot (shown in Fig. 8). The index scores have a range between 0 to 0.39 with
mean=0.24, median=0.24, and standard deviation (SD)=0.06. The feet are considered "normal" when the
arch index score is (± 1 SD from the mean) 0.21 to 0.28, "high" (< 1 SD) when the score is lower than 0.21
and "low"(> 1 SD) when the score is more than 0.28 [14].

In addition, some researchers proposed intelligent recognition with automatic analysis for foot type detection
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on X-ray images, especially identifying flat foot [10]. There are measurements related to foot types, such as
arch, arch angle, and footprint. From X-ray images, the ends of the lower edge of the fifth metatarsal line and
the ends of the lower edge of the calcaneus line can be calculated by the intersection angle of these two lines.
If the angle is greater than 165 degrees, it is considered flatfoot. Moreover, the footprint is used for measuring
the lengths of the arch empty and the middle of the foot. If those two lengths are similar, the footprint is the
normal foot. On the other hand, the flatfoot has different lengths between the length of the arch empty that is
less than 1 centimeter when compared with the length of the middle foot. Although the flatfoot identification
by the proposed algorithm shows a good performance in most cases, those methods need a lot of foot X-ray
images for training and testing to achieve high accuracy on discrimination. It takes a lot of effort to scan more
than pressing feet on the foot scanner.

Moreover, there was a development of the visual categorization tool based on the arch index to increase
the reliability and validity of foot categorization [14]. The tool measures the arch index using footprint from a
carbon paper imprint material. There are two main points that need to be considered. The first one is using
carbon paper for imprinting, giving an unclear footprint, especially on the middle part of the foot, which foot
categorization with the arch index might measure the incorrect foot type. The second point is this research
obtained only older participants, and the foot categorization is based on the older arch index standard. Other
age’s arch index might not use this foot categorization because each age has a different arch index, which the
tool might define the erroneous foot types.

Another research is proposed to automatically calculate the arch index via image processing from foot
pressure images from the Press Cam analysis tool [20]. This work also focuses on using foot-pressure images
as inputs. However, this research requires knowledge from experts to ensure the correctness of the foot type
classification.

These methods require human expertise. Moreover, they are time-consuming and prone to human errors.
Thus, personalized insoles are not widely used. Unlike previous work, this work proposes a data-driven method
to build foot arch-type classification models from a foot pressure scanning image as shown in Fig. 5a. The
proposed method not only improves the accuracy but also reduces the time of the foot arch type classification.
In addition, we proposed a system to deploy our mathematical model for foot arch classification.

The remainder of this paper is structured as follows. The proposed Foot Arch Classification Model De-
velopment section explains the details of our proposed model development. The Experimental Setup section
presents the setup of our experiments, and the Experimental Result section provides in-depth details on the
Experimental results, including a discussion. Next, the system called Foot Arch Type Classification System
(FAC) is presented to show how the foot arch classification model is equipped. Finally, the conclusion and
future direction are summarised and presented.

2 THE PROPOSED FOOT ARCH CLASSIFICATION MODEL DEVELOPMENT

In this section, we present the process of our proposed Foot Arch Classification Model development. The
details of each process are introduced in the following subsections. There are two main processes: 1. Data
Collection and Feature Engineering, and 2. Model Development and Model Selection. We used images
obtained from the foot pressure scanner as our data source, as shown in Fig. 5a. The images are processed
into a one-dimensional vector feature via image processing. Next, the extracted features will be selected for
the classification model development. The output of the process of Data Collection and Feature Engineering
is the feature set, and it becomes an input of the process of Model Development and Model Selection. The
Model Development and Model Selection process performs the foot arch classification model development and
selection by utilizing various classification algorithms [21] and the feature sets. From this process, the selected
classification model will be an output for the system development.
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2.1 Data Collection and Feature Engineering

The details of this process are shown in Fig. 2. The details on extracting a feature set from the foot pressure
scanning images are provided as follows.

Data Collection: We gather foot pressure scanning images from the Presscam analysis tool (Fig. 3c) [26].
Once a volunteer stands on SIDAS Foot Scanner (Fig. 3a and Fig. 3b), the scanner will capture and scan
the plantar surface of the feet. Then, the obtained plantar surface of the feet is transferred to the Presscam
analysis tool. Finally, the foot pressure scanning images (as shown in Fig. 4) are exported for analysis.

Figure 2: Details of Data Collection and Feature Engineering Process.

Figure 3: (a) How a volunteer stands on the scanner, (b) SIDAS Foot Scanner, and (c) Presscam analysis
tool (Source: [20]).

We collect foot pressure scanning images from 100 volunteers with different foot arch types. Each foot
pressure scanning image contains 2 feet and each side of the feet is considered a separate image. Therefore,
there are 200-foot pressure scanning images in total with 93 of normal arch type (Fig. 4a), 84 of high arch
type (Fig. 4b), and 23 of flat arch type (Fig. 4c).

Data Pre-processing: We applied the data-preprocessing techniques similar to the one presented in [20].
The process is divided into two steps as follows:

1) Map-to-One. This step converts each square in the foot pressure scanning images in the RGB format to
a pair of foot silhouettes. As shown in Fig. 5a, the input foot pressure scanning image has a size of 500x500
pixels, but the pressure sensor has a much lower resolution. The image is converted to grayscale as shown in
Fig. 5b. As can be seen in Fig. 5b, in each grayscale image, we map the square blocks into pixels to obtain
the final binary image consisting of black and white pixels.

The size of a square block is 13x13 pixels. If the block contains a part of the foot, a square block is
converted into a 1x1 pixel with a black color. Otherwise, the block is converted into a 1x1 pixel with white
colour. The average color value of each square block is also calculated. For the case of overlapping pixels,
the color values will be used in the calculation of the average color value for those square blocks. We set
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Figure 4: Examples of Foot Pressure Scanning Images in different arch types: (a) Normal feet, (b) High feet,
and (c) Flat feet.

(a) RGB image (b) Grayscale image (c) Map-to-one

Figure 5: An example of data pre-processing (Source: [20]).

the threshold to differentiate the average color value between black and white, i.e., the value of 0.9 is the
best threshold to determine whether a square block is part of the foot. Thus, if the average color value of
a square block is less than 0.9, a square block is converted into 1x1 pixel with the color value of 0 (Note
that 0 represents the black color or part of the foot and 1 represents the white color or non-part of the foot).
Otherwise, it is converted into a 1x1 pixel with a color value of 1. As a result, we obtain the 40x40 pixel binary
image as shown in Fig. 5c.

2) Removing Toes. This process detects the toes of foot binary image and removes them. We apply the
process described in this research [20] by removing any components in the upper one-fourth of the foot area
that has a width less than half of the foot width. The output of this step is the feet binary image without
toes, as shown in Fig. 6.

Figure 6: An output image from Removing Toes step (Source: [20]).

Feature Engineering: In machine learning methodologies, the feature engineering process is essential
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for developing machine learning algorithms. It refers to the process that selecting and deriving useful and
meaningful features from a given dataset. For this process, we start from the feature extraction, which
extracts all features from the binary image.

There are 11 features that are extracted from this process as follows: 1. The Maximum Width of the Upper
Part of Foot (maxA) defined by the maximum width of the forefoot as AB line in Fig. 7, 2. The Maximum
Width of the Lower Part of the Foot (maxC) determined by the maximum width of the rear foot as EF line in
Fig. 7, 3. The Minimum Width of the Middle Part of the Foot (minB) defined by the narrowest width of the
midfoot as CD line in Fig. 7, 4. Chippaux-Šmiřák index [25] (CSI) as a ratio of features 3 and 1, 5. Staheli
Index [17] (SI), as a ratio of features 3 and 2, 6. The area of the forefoot as area A (area_A) in Fig. 8, 7.
The area of midfoot as area B (area_B) in Fig. 8, 8. The area of rearfoot as area C (area_C) in Fig. 8, 9.
Arch Index [14, 19] (AI), 10. The area of the entire foot (foot_area), and 11. The foot side (foot_side).
Lastly, the target class is foot arch type (foot_type), which is flat, normal, and high.

Figure 7: Foot Features: a line of AB, CD, and
EF.

Figure 8: Foot Areas: A, B, and C. The line rep-
resents the foot axis as the base for division.

2.2 Model Development and Model Selection

The details of this process is illustrated in Fig. 9. The mathematical models are automatically constructed
based on a variety of machine learning-supervised classification algorithms using training data.

Figure 9: Details of Model Development and Model Selection Process.

For Algorithm Selection process, we select well-known machine-learning-based classification algorithms as
base algorithms for model development as follows: 1. Decision Tree (DT) [2], 2. Random Forest (RF) [1],
3. Support Vector Machine (SVM) [23], 4. Artificial Neural Network (ANN) [7], and 5. XGBoost [3]. These
supervised classification techniques identify the information classes of interest in the image [11]. In Model
Training and Model Testing process, the data set is divided into two groups: a training set and a testing set.
Then, the selected algorithms are applied to train models from the training set. We apply cross-validation
during the training process. Finally, the trained models are tested by the testing set using four evaluation
metrics, including Classification Accuracy, Precision, Recall and F1 Score [4]. The details of these metrics
will be described in Section 3. Finally, the Model Selection process determines the optimal model with high
performance to be used in the system.
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3 EXPERIMENTAL SETUP

In this section, we present the details of the experimental setup including dataset statistics, the description of
the evaluation metrics, and the configuration of the selected classifiers and their tuned hyperparameters.

3.1 Dataset Statistics

As mentioned in the data collection section, all data are obtained from the Presscam analysis tool and SIDAS
Foot Scanner. There are 200 foot pressure scanning images, which are 93 normal foot images, 84 high foot
images, and 23 flat foot images. For each image, 11 features (maxA, maxC, minB, CSI, SI, area_A, area_B,
area_C, AI, foot_area, and foot_side) are extracted. We divide the 200-record data set into a training
set and a testing set with a ratio of 80:20 (or 140 images for training and 60 images for testing).

3.2 Configurations

This section further explains how classifiers are trained and integrated into the system, and how the hyper-
parameters are tuned. In our experiments, the Python packages called Scikit-learn [16] and XGBoost [3] are
used. Scikit-learn and XGBoost have classifiers which support all selected classification algorithms.

In machine learning methodology, hyperparameter tuning is essential since it determines the capacity of
the model, the capacity to learn, and resource usage. We apply the technique called the grid search [15] to
obtain the optimal model configuration and hyperparameter tuning. The grid search examines a subset of data
from the training set to find the best metric to measure performance and determine the best hyperparameters.
Thus, the model is trained based on the tuned hyperparameters and the data in the training set using 10-fold
cross-validation. Subsequently, the final performance will be evaluated using the information from the testing
set. The list of tuned hyperparameters using grid search is shown as follows:

1. DecisionTreeClassifier : Splitting criterion = gini; Maximum depth of the tree = 5; Minimum sample
leaf= 4; Minimum sample split = 3; Maximum features = none

2. RandomForestClassifier : Splitting criterion = gini; Number of ensemble trees = 100; Maximum depth
of the tree = 5; Minimum sample leaf= 4; Minimum sample split = 3; Maximum features = none

3. SVC : Regularization = 100; Kernel = linear

4. MLPClassifier : Activation function = tanh; L2 regularization = 0.05; Learning rate = 0.001; Hidden
layer size = 100; Solver = adam

5. XGBClassifier : Booster = gbtree; Learning objective = multi:softprob; Learning rate = 0.01; Validation
evaluation metric = accuracy; L2 regularization = 0.1; L1 regularization = 0.1

In the model training, 80% of the data are used with different sets of features, including All_set, AI_set,
CSI_set, and SI_set. The details of features set are shown in Table. 1. In addition, the 10-fold cross-validation
is applied in this process.

4 EXPERIMENTAL RESULTS

In this section, we conduct the experiments to develop classification models and evaluate their performance
experiments are conducted in two steps. First, we explore the effectiveness of each feature set, namely All_set,
AI_set, CSI_set, and SI_set, using 10-fold cross-validation on the training set (160 samples). Then, we select
the models with high performance to test against a testing set (40 samples). The notion of using different
sets of features is to find a small number of features that give high performance.
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Table 1: Feature sets.

Feature sets maxA maxC minB CSI SI area_A area_B area_C AI foot_area foot_side

All_set ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

AI_set ✓ ✓ ✓ ✓ ✓ ✓

CSI_set ✓ ✓ ✓ ✓

SI_set ✓ ✓ ✓ ✓

4.1 Cross-validation Results

Table 2 shows the experimental results of the models using All_set. As can be seen, the decision tree classifier
and random forest classifier outperform the other classifiers in terms of accuracy at 97.5%. However, if we
compare the other metrics, i.e., recall, precision, and F1 score, it indicates that the random forest classifier is
slightly better than the decision tree classifier. The second place is the XGBoost classifier in terms of accuracy
at 96.9%, and the other metrics are good as well. Therefore, these three classifiers will be investigated further.

Table 2: The cross-validation results.

All_set features

Classifier Accuracy (%) Recall (%) Precision (%) F1 Score

Decision Tree 97.5 98.4 96.9 0.973

SVM 85.4 84.6 80.7 0.81

Random Forest 97.5 98.3 98.1 0.981

ANN 80.6 81.5 78.2 0.783

XGBoost 96.9 98 96.4 0.968

AI_set features

Classifier Accuracy (%) Recall (%) Precision (%) F1 Score

Decision Tree 97.5 98.4 96.9 0.973

SVM 87.5 91 87 0.874

Random Forest 96.9 98 96.4 0.968

ANN 71.9 66.1 65.2 0.647

XGBoost 96.9 98 96.4 0.968

CSI_set features

Classifier Accuracy (%) Recall (%) Precision (%) F1 Score

Decision Tree 79.4 75.1 79.7 0.758

SVM 79.4 77.2 77.3 0.762

Random Forest 78.8 73.4 78 0.747

ANN 76.9 74.3 74.1 0.733

XGBoost 78.1 76.8 76.4 0.753

SI_set features

Classifier Accuracy (%) Recall (%) Precision (%) F1 Score

Decision Tree 75.6 71.5 75.6 0.723

SVM 79.4 78.2 76 0.752

Random Forest 78.1 76.7 75.1 0.742

ANN 75.6 71.7 72.1 0.705

XGBoost 77.5 76.2 77 0.754

From the experiments of AI_set, although we reduce the number of features from 11 to 6 features, the
classification performance is still comparable. In addition, the All_set and AI_set outperform CSI_set and
SI_set for all classifiers. Next, the trained models using the decision tree classifier, random forest classifier,
and XGBoost classifier with the All_set and AI_set feature sets are tested with the testing set for further
analysis.

4.2 Classification Model Testing

As mentioned in the previous section, the trained models using the decision tree classifier, random forest
classifier, and XGBoost classifier are tested using the testing set. Note that the experiments were only
conducted using the All_set and AI_set feature sets. Table 3 demonstrates the testing results of the trained
models with the All_set feature set and the testing results of the trained models with the AI_set feature set.
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Table 3: The testing experimental results.

All_set features

Classifier Accuracy (%) Recall (%) Precision (%) F1 Score

Decision Tree 95 96.2 90.1 0.926

Random Forest 95 91.8 96.1 0.935

XGBoost 95 97.2 89.3 0.926

AI_set features

Classifier Accuracy (%) Recall (%) Precision (%) F1 Score

Decision Tree 95 96.3 90.2 0.926

Random Forest 92.5 88.8 87.8 0.882

XGBoost 95 97.2 89.3 0.926

Table 3 shows that overall results for both feature sets are similar. However, in order to obtain the practical
model, one factor that is needed to be considered is the number of features that need to be fed to the model.
Therefore, it seems that AI_set outperforms All_set in terms of the number of features since it requires
only half the number of features that are needed for the model with All_set to obtain a similar performance.
Moreover, it indicates that the features in AI_set is sufficient.

In addition, we then analyze the performance of the decision tree classifier, random forest classifier, and
XGBoost classifier. From Table 3, it can be seen that the performances of the decision tree classifier and
XGBoost classifier are similar in terms of all evaluation metrics. However, the decision tree classifier has more
potential since the result of all evaluation metrics is more than 90% in overall. Moreover, the number of its
hyperparameters is also less than that of the XGBoost classifier. Thus, the model trained with the decision
tree classifier and AI_set is selected for the system.

4.3 Ablation Analysis

From the previous section, we can model foot arch types by using only features in the AI_set with the decision
tree classifier. To further analyze the contribution of the AI_set feature, we perform the ablation analysis [6]
by discarding features in AI_set from All_set. We denote this feature set as AI′_set. Next, we train models
with all classifiers and AI′_set. The results of cross-validation and testing are shown in Tables 4 and 5,
respectively.

Table 4: The cross-validation results of AI′_set.

Classifier Accuracy (%) Recall (%) Precision (%) F1 Score

Decision Tree 80.6 79.6 81.8 0.792

SVM 81.9 77.8 79.1 0.777

Random Forest 81.9 78.1 80.3 0.783

ANN 78.8 74.1 75.5 0.738

XGBoost 77.5 75.8 77.1 0.756

Table 5: The testing results of AI′_set.

Classifier Accuracy (%) Recall (%) Precision (%) F1 Score

Decision Tree 72.5 71.2 65.4 0.677

Random Forest 72.5 72.3 64.5 0.671

XGBoost 72.5 71.2 65.4 0.677
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From Table 4, most models trained with AI′_set underperform that of the models trained with AI_set
except the model trained with ANN classifier. By comparing the testing results, the models trained with
AI_set (Table 3) outperforms the models trained with AI′_set (Table 5) for all classifiers. This suggests that
the AI_set feature set is irreplaceable and confirms our earlier finding that the AI_set feature set is sufficient
for our model development to classify foot arch types.

5 SYSTEM AND DESIGN

In this section, we describe the details of our system as the interface for interacting with our selected classifi-
cation model, including system architecture, system structure chart, and some examples of user interfaces.

5.1 System Architecture

The system is implemented as a web application with three main components: a web application, web server,
and classification module, as shown in Fig. 10. We use HTML, JavaScript, and Python for the web application.
We implement a web server with a Python package called Flask [8]. Finally, the classification module is
implemented using Python with the Scikit-learn package.

Figure 10: System Architecture.

Regarding this architecture, users submit an image or images to the web application. Then the web
application sends a request to the web server. The web server performs pre-processing tasks. Next, the web
server calls the classification module. Lastly, the classification module returns a foot arch type to users through
the web server and web application.

5.2 System Structure Chart

Foot Arch Type Classification System (FAC) consists of two main modules as shown in Fig. 11. The first
module is User Interaction. The second module is Classification.
1) User Interaction: This module provides functions for users to interact with the system, including

• Image Adding: Allow users to add foot pressure scanning images to be classified.

• Foot Arch Type Display: Display results of foot pressure scanning images.

2) Classification: This module performs the foot arch type classification task, including

• Image Getting: Obtain an image from the function Image Adding.

• Pre-processing: Apply the data pre-processing techniques in Section 2.1 such as Map-to-One.

• Feature Extraction: Extract all features in AI_set from the pre-processed image for classification.

• Classification Model: Apply the selected classification model on features to get a foot arch type.
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Figure 11: System Structure Chart.

5.3 User Interface

In this section, we present examples of our main user interface. Fig. 12 shows the user interface for uploading
images. On this page, users upload an image or a set of images of foot pressure scanning for foot arch type
classification. Fig. 13 shows the user interface for displaying foot arch type results to users.

Figure 12: UI for uploading images.
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Figure 13: UI for displaying foot arch type results.

6 CONCLUSIONS

In this research, supervised classification algorithms are used to develop models for classifying foot arch types
from foot pressure scanning images. From the experimental results, the model trained with the decision tree
classifier and AI_set shows the best performance among the other classifiers in terms of accuracy, precision,
recall, F1 score, and the number of features. In addition, the obtained decision tree model has a smaller
number of hyperparameters than the other models. The results also demonstrate that the obtained model
can classify foot arch types with high accuracy at 95%. Further, in this work, the FAC system has been
implemented with the obtained classification model, which allows users to classify foot arch types from foot
pressure scanning images easily.

To further improve the capability of classification of the system, more recent techniques such as convo-
lutional neural networks (CNN) can be used. On the other hand, the new features of foot pressure scanning
images can be extracted to improve the performance of classification as well.
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