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#### Abstract

It has long been believed that quaternions are more efficient to use for 3D rotations than ordinary rotation approach. It is also commonly believed that the geometric meaning of quaternions is more obvious. One can also easily recover rotation axis and rotation angle from the representation of a rotation quaternion. In this paper we present important features of ordinary rotation that are critical in judging which technique should be used in a particular application. We show that everything quaternion rotation can do, ordinary rotation can do as well and, actually, more efficiently, including interpolation of rotations.
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## 1 INTRODUCTION

It has long been believed that quaternions are more efficient to use for 3D rotations than ordinary rotation approach. It is also commonly believed that the geometric meaning of quaternions is more obvious. The justification is two-folded. First, the $3 \times 3$ matrix representation of a 3D rotation is expensive to use. For instance, to compose two rotations, one needs to compute the product of the two corresponding matrices, which requires twenty-seven multiplications and eighteen additions. Secondly, the matrix representation is redundant as only four of its nine entries are independent and it is not easy to extract information on rotation axis and rotation angle from the matrix representation of a 3D rotation. Quaternions, on the other hand, are cheaper to use. To compose two rotations, one only needs to do nineteen multiplications and seven additions. One can also easily recover rotation axis and rotation angle from the representation of a rotation quaternion.

While the above justification is indeed true for some aspects of the problem, it overlooked several important features of ordinary rotation approach and these features are actually critical in judging
which technique should be used in a particular application. For instance, the matrix representation of a 3D rotation is important for processing geometric models with a large number of points/vertices. Further study shows that a special matrix representation of 3D rotation is not only more efficient in most applications involving geometric objects, but also more general than quaternion rotation when extracting rotation axis and rotation angle of a 3D rotation is concerned. Even more surprisingly, generating a smooth curve to interpolate a set of points on a 3D sphere can be done using ordinary rotation as well if one knows how to interpolate rotations on a 3D sphere. Besides, matrix represented 3D rotations can be accumulated with other transformations such as translation, scaling, shearing and reflection (in homogeneous coordinates) so that one can accomplish all the transformations specified by the user in modeling space (plus the projection process) with only one vector-matrix multiplication. This is how we make real-time performance possible in computer graphics and computer animation. Therefore, there is no reason to use quaternions in geometric modeling, computer graphics and computer animation at all.

The rest of the paper is arranged as follows. In section 2, definitions of quaternion and quaternion rotation and properties of quaternion rotation are reviewed, including interpolation of rotations represented by quaternions. In Section 3, we study some important properties of ordinary rotation and discuss applications of two important rotation representations. In Section 4, we discuss the relationship between general rotation and principal rotations. In Section 5, we show that interpolation of rotations can actually be implemented using ordinary rotation as well. Concluding remarks are given in Section 6.

## 2 QUATERNIONS AND QUATERNION ROTATIONS

We briefly review some basic properties of quaternions first.

### 2.1 Definitions

A quaternion $q$ is the combination of a scalar and a three-dimensional vector, as was originally defined by W. R. Hamilton [6]. A quaternion can be represented in several forms. We use the following form here:

$$
\begin{equation*}
q \equiv[w, \hat{v}] \tag{2-1}
\end{equation*}
$$

where $w$ is a scalar and $\hat{v}=(x, y, z)$ is a three-dimensional vector. The set of all quaternions is called $S^{3}$. $S^{3}$ includes $R$ as a subset in the sense that each $w \in R$, the set of real numbers, corresponds to $[w, \hat{0}]=[w,(0,0,0)]$ in $S^{3}$. A quaternion $q=[w, \hat{v}]$ will simply be regarded as a scalar $w$ if $\hat{v}$ is a zero vector. Actually $S^{3}$ includes $R^{3}$, the set of three-dimensional points/vectors, as a subset as well. Each point $P$ or vector $\hat{v}$ in $R^{3}$ corresponds to $[0, P]$ or $[0, \hat{v}]$ in $S^{3}$. A quaternion will be regarded as a point or vector in $R^{3}$ if the scalar component of the quaternion is zero.

Given two quaternions $q_{1}=\left[w_{1}, \hat{v}_{1}\right]$ and $q_{2}=\left[w_{2}, \hat{v}_{2}\right]$ where $\hat{v}_{i}=\left(x_{i}, y_{i}, z_{i}\right), i=1,2$, addition and subtraction of $q_{1}$ and $q_{2}$ are defined as follows:

$$
\begin{equation*}
q_{1} \pm q_{2} \equiv\left[w_{1} \pm w_{2}, \hat{v}_{1} \pm \hat{v}_{2}\right]=\left[w_{1} \pm w_{2},\left(x_{1} \pm x_{2}, y_{1} \pm y_{2}, z_{1} \pm z_{2}\right)\right] . \tag{2-2}
\end{equation*}
$$

$q_{1}+q_{2}$ and $q_{1}-q_{2}$ are called the sum and difference of $q_{1}$ and $q_{2}$, respectively. Multiplication of $q_{1}$ and $q_{2}$ is defined as

$$
\begin{equation*}
q_{1} q_{2} \equiv\left[w_{1} w_{2}-\hat{v}_{1} \cdot \hat{v}_{2}, w_{1} \hat{v}_{2}+w_{2} \hat{v}_{1}+\hat{v}_{1} \otimes \hat{v}_{2}\right] \tag{2-3}
\end{equation*}
$$

where $\hat{v}_{1} \cdot \hat{v}_{2}$ and $\hat{v}_{1} \otimes \hat{v}_{2}$ are inner and cross products of three-dimensional vectors, respectively. $q_{1} q_{2}$ is called the product of $q_{1}$ and $q_{2}$. Quaternion multiplication is not commutative, i.e., in general, $q_{1} q_{2} \neq q_{2} q_{1}$. Quaternion multiplication is associative, i.e., $\left(q_{1} q_{2}\right) q_{3}=q_{1}\left(q_{2} q_{3}\right)$ for any three quaternions $q_{1}, q_{2}$ and $q_{3}$.

The conjugate $q^{*}$ of a quaternion $q=[w, \hat{v}]=[w,(x, y, z)]$ is defined as $q^{*} \equiv[w,-\hat{v}]=[w$, $(-x .-y .-z)]$. It is easy to see that

$$
q q^{*}=q^{*} q=|q|^{2}=w^{2}+x^{2}+y^{2}+z^{2} .
$$

$|q|$ is called the norm of $q$. Quaternion norm is multiplication-invariant, i.e., $\left|q_{1} q_{2}\right|=\left|q_{1}\right|\left|q_{2}\right|$ for any two quaternions $q_{1}$ and $q_{2}$. A quaternion is called a unit quaternion if its norm equals one. We use $S^{2}$ to represent the set of all unit quaternions in $S^{3}$. Each unit quaternion can be arranged in the form of $[\cos \theta, \sin \theta \hat{n}]$ for some $0 \leq \theta \leq \pi$ and some unit vector $\hat{n}$ in $R^{3}$.

The inverse $q^{-1}$ of a quaternion $q=[w, \hat{v}]=[w,(x, y, z)]$ satisfies the condition $q q^{-1}=1$ and can be expressed as

$$
\begin{equation*}
q^{-1}=\frac{q^{*}}{q q^{*}}=\frac{q^{*}}{|q|^{2}}=\frac{q^{*}}{w^{2}+x^{2}+y^{2}+z^{2}} . \tag{2-4}
\end{equation*}
$$

Multiplication of a quaternion by its inverse does not depend on the order of the multiplication. It is easy to verify that $q^{-1} q=1$. A unit quaternion's inverse is just its conjugate.

Division of quaternion $q_{1}$ by quaternion $q_{2}$ is defined as:

$$
\begin{equation*}
q_{1} / q_{2} \equiv q_{1} q_{2}^{-1} \tag{2-5}
\end{equation*}
$$

where $q_{2}^{-1}$ is the inverse of $q_{2}$ as defined in (2-4). Note that $\left(q_{1} q_{2}\right) / q_{2}=\left(q_{1} q_{2}\right) q_{2}^{-1}=q_{1}\left(q_{2} q_{2}^{-1}\right)=q_{1}$. Hence quaternion division is an inverse operation of quaternion multiplication.

### 2.2 Quaternion Rotation

Let $\boldsymbol{q}=\left[\cos \left(\frac{\theta_{u}}{2}\right), \sin \left(\frac{\theta_{u}}{2}\right)(1,0,0)\right], \boldsymbol{q}^{*}$ being its conjugate $\boldsymbol{q}^{*}=\left[\cos \left(\frac{\theta_{u}}{2}\right),-\sin \left(\frac{\theta_{u}}{2}\right)(1,0,0)\right]$, and $\vec{r}=$ ( $r_{u}, r_{v}, r_{w}$ ), a unit 3D vector. A quaternion rotation about a unit vector in U-direction for $\theta_{u}$ degree is defined and computed as follows:

$$
\begin{aligned}
\boldsymbol{q} * & {[0, \vec{r}] * \boldsymbol{q}^{*}=\left[\cos \left(\frac{\theta_{u}}{2}\right), \sin \left(\frac{\theta_{u}}{2}\right)(1,0,0)\right] *[0, \vec{r}] *\left[\cos \left(\frac{\theta_{u}}{2}\right),-\sin \left(\frac{\theta_{u}}{2}\right)(1,0,0)\right] } \\
= & {\left[-\sin \left(\frac{\theta_{u}}{2}\right) r_{u}, \cos \left(\frac{\theta_{u}}{2}\right) \vec{r}+\sin \left(\frac{\theta_{u}}{2}\right)(1,0,0) \otimes \vec{r}\right] *\left[\cos \left(\frac{\theta_{u}}{2}\right),-\sin \left(\frac{\theta_{u}}{2}\right)(1,0,0)\right] } \\
= & {\left[-\sin \left(\frac{\theta_{u}}{2}\right) r_{u}, \cos \left(\frac{\theta_{u}}{2}\right) \vec{r}+\sin \left(\frac{\theta_{u}}{2}\right)\left(0,-r_{w}, r_{v}\right)\right] *\left[\cos \left(\frac{\theta_{u}}{2}\right),-\sin \left(\frac{\theta_{u}}{2}\right)(1,0,0)\right] } \\
= & {\left[-\sin \left(\frac{\theta_{u}}{2}\right) \cos \left(\frac{\theta_{u}}{2}\right) r_{u}+\cos \left(\frac{\theta_{u}}{2}\right) \sin \left(\frac{\theta_{u}}{2}\right) r_{u},\right.} \\
& \cos ^{2}\left(\frac{\theta_{u}}{2}\right) \vec{r}+\cos \left(\frac{\theta_{u}}{2}\right) \sin \left(\frac{\theta_{u}}{2}\right)\left(0,-r_{w}, r_{v}\right)+\sin ^{2}\left(\frac{\theta_{u}}{2}\right)\left(r_{u}, 0,0\right) \\
& \left.-\cos \left(\frac{\theta_{u}}{2}\right) \sin \left(\frac{\theta_{u}}{2}\right) \vec{r} \otimes(1,0,0)-\sin ^{2}\left(\frac{\theta_{u}}{2}\right)\left(0,-r_{w}, r_{v}\right) \otimes(1,0,0)\right] \\
= & {\left[0, \cos ^{2}\left(\frac{\theta_{u}}{2}\right) \vec{r}+2 \cos \left(\frac{\theta_{u}}{2}\right) \sin \left(\frac{\theta_{u}}{2}\right)\left(0,-r_{w}, r_{v}\right)+\sin ^{2}\left(\frac{\theta_{u}}{2}\right)\left(r_{u},-r_{v},-r_{w}\right)\right] }
\end{aligned}
$$

$$
\begin{equation*}
=\left[0,\left(r_{u}, \cos \theta_{u} r_{v}-\sin \theta_{v} r_{w}, \cos \theta_{u} r_{w}+\sin \theta_{u} r_{v}\right)\right] \tag{2-6}
\end{equation*}
$$

## 3 ORDINARY ROTATION

In this section we will review and re-visit some important properties of ordinary rotation and discuss applications of two important rotation representations. The goal is to show that underneath the surface ordinary rotation has advantages that we sometime overlook.


Figure 1: Rotation of a vector $\vec{r}$ about a unit vector $\vec{n}$ for $\theta$ degree.
If a vector $\vec{r}=\left(r_{u}, r_{v}, r_{w}\right)^{t}$ (or, a point $\left.P=\left(P_{u}, P_{v}, P_{w}\right)^{t}\right)$ is rotated about a unit vector $\widehat{\boldsymbol{n}}=\left(\boldsymbol{n}_{u}, \boldsymbol{n}_{v}, \boldsymbol{n}_{w}\right)^{t}$ for $\theta$ degree (see Fig. 1), the resulting vector
$\vec{r}^{\prime}=\left(r_{u}^{\prime}, r_{v}^{\prime}, r_{w}^{\prime}\right)^{t}$ (or, point $P^{\prime}$ ) can be computed as follows

$$
\begin{align*}
& \vec{r}^{\prime}=(\vec{r} \cdot \widehat{\boldsymbol{n}}) \widehat{\boldsymbol{n}}+\cos \theta(\vec{r}-(\vec{r} \cdot \widehat{\boldsymbol{n}}) \widehat{\boldsymbol{n}})+\sin \theta(\widehat{\boldsymbol{n}} \otimes \vec{r}) \\
& =\cos \theta \vec{r}+(1-\cos \theta)(\vec{r} \cdot \widehat{\boldsymbol{n}}) \widehat{\boldsymbol{n}}+\sin \theta(\widehat{\boldsymbol{n}} \otimes \vec{r}) \tag{3-1}
\end{align*}
$$

$O$ in Fig. 1 is the origin of the UVW-coordinate system. Since the three terms in the second line of Eq. (3-1) satisfy the following properties,

$$
\cos \theta \vec{r}=\cos \theta\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{l}
r_{u} \\
r_{v} \\
r_{w}
\end{array}\right],(1-\cos \theta)(\vec{r} \cdot \widehat{\boldsymbol{n}}) \widehat{\boldsymbol{n}}=(1-\cos \theta)\left[\begin{array}{lll}
\boldsymbol{n}_{u} \boldsymbol{n}_{u} & \boldsymbol{n}_{v} \boldsymbol{n}_{u} & \boldsymbol{n}_{w} \boldsymbol{n}_{u} \\
\boldsymbol{n}_{u} \boldsymbol{n}_{v} & \boldsymbol{n}_{v} \boldsymbol{n}_{v} & \boldsymbol{n}_{w} \boldsymbol{n}_{v} \\
\boldsymbol{n}_{u} \boldsymbol{n}_{w} & \boldsymbol{n}_{v} \boldsymbol{n}_{w} & \boldsymbol{n}_{w} \boldsymbol{n}_{w}
\end{array}\right]\left[\begin{array}{l}
r_{u} \\
r_{v} \\
r_{w}
\end{array}\right],
$$

$$
\sin \theta(\widehat{\boldsymbol{n}} \otimes \vec{r})=\sin \theta\left[\begin{array}{ccc}
0 & -\boldsymbol{n}_{w} & \boldsymbol{n}_{v} \\
\boldsymbol{n}_{w} & 0 & -\boldsymbol{n}_{u} \\
-\boldsymbol{n}_{v} & \boldsymbol{n}_{u} & 0
\end{array}\right]\left[\begin{array}{l}
r_{u} \\
r_{v} \\
r_{w}
\end{array}\right]
$$

By substituting the above equations into (3-1) and combining corresponding entries, we have the following matrix form of Eq. (3-1).

$$
\vec{r}^{\prime}=\left[\begin{array}{l}
r_{u}{ }^{\prime}  \tag{3-2}\\
r_{v}{ }^{\prime} \\
r_{w}{ }^{\prime}
\end{array}\right]=M_{R(\theta, \hat{n})} \vec{r}=M_{R(\theta, \hat{n})}\left[\begin{array}{l}
r_{u} \\
r_{v} \\
r_{w}
\end{array}\right]
$$

where $M_{R(\theta, \widehat{\boldsymbol{n}})}$ is a $3 \times 3$ matrix defined as follows
$M_{R(\theta, \hat{\boldsymbol{n}})}=\left[\begin{array}{ccc}\cos \theta+(1-\cos \theta) \boldsymbol{n}_{u} \boldsymbol{n}_{u} & (1-\cos \theta) \boldsymbol{n}_{u} \boldsymbol{n}_{v}-\sin \theta \boldsymbol{n}_{w} & (1-\cos \theta) \boldsymbol{n}_{u} \boldsymbol{n}_{w}+\sin \theta \boldsymbol{n}_{v} \\ (1-\cos \theta) \boldsymbol{n}_{u} \boldsymbol{n}_{v}+\sin \theta \boldsymbol{n}_{w} & \cos \theta+(1-\cos \theta) \boldsymbol{n}_{v} \boldsymbol{n}_{v} & (1-\cos \theta) \boldsymbol{n}_{\boldsymbol{n}} \boldsymbol{n}_{w}-\sin \theta \boldsymbol{n}_{u} \\ (1-\cos \theta) \boldsymbol{n}_{u} \boldsymbol{n}_{w}-\sin \theta \boldsymbol{n}_{v} & (1-\cos \theta) \boldsymbol{n}_{v} \boldsymbol{n}_{w}+\sin \theta \boldsymbol{n}_{u} & \cos \theta+(1-\cos \theta) \boldsymbol{n}_{w} \boldsymbol{n}_{w}\end{array}\right]$
Using eq. (3-2) for the computation of the rotation of a single point is more expensive than eq. (2-6) because one needs to compute the matrix $M_{R(\theta, \widehat{\boldsymbol{n}})}$ first which requires 24 multiplications and 10
additions/subtractions and then perform the vector-matrix multiplication which requires 9 multiplications and 6 additions, so totally one needs 33 multiplications and 16 additions/subtractions. However, if one needs to perform the same rotation for many points, such as all the vertices of the mesh representation of a car model or even just the mesh representation of a teaspoon model (100+ vertices), then eq. (3-2) is a more efficient approach to use than eq. (2-6) because one only needs to compute the matrix $M_{R(\theta, \widehat{\boldsymbol{n}})}$ once and then it can be used for the rotation of all the mesh vertices, so the total cost is the construction of the matrix $M_{R(\theta, \vec{u})}$ plus the number of vertices $n$ times the cost of a single vector-matrix multiplication:
$(24+9 n)$ multiplications $+(10+6 n)$ additions/subtractions
while the total cost for eq. (2-6) is (19n) multiplications + (7n) additions/subtractions When $n$ is large, the construction cost of the matrix $M_{R(\theta, \widehat{n})}$ is a relatively small portion of the entire cost and can actually be ignored. Hence, when $n$ is large, the computation cost for eq. (2-6) is (19n multiplications $+7 n$ additions) compared to ( $9 n$ multiplications $+6 n$ additions) for eq. (3-2).

Another advantage of eq. (3-2) is certainly its capability to be accumulated with other transformations such as translation, scaling, shearing and reflection (in homogeneous coordinates based representation) so that one can accomplish all the transformations specified by the user in the modeling space (plus the projection process) with only one vector-matrix multiplication. This is how we make real-time performance possible in most applications in addition to relying on hardwareimplementation of the rendering algorithms.

## 4 GENERAL ROTATION

Given a principal rotation about the U -axis for $\theta_{u}$ degree, represented as $M_{R\left(\theta_{u}\right)}$, a principal rotation about the V -axis for $\theta_{v}$ degree, represented as $M_{R\left(\theta_{v}\right)}$, and a principal rotation about the W -axis for $\theta_{w}$ degree, represented as $M_{R\left(\theta_{w}\right)} . M_{R\left(\theta_{u}\right)}, M_{R\left(\theta_{v}\right)}$ and $M_{R\left(\theta_{w}\right)}$ can be expressed in homogeneous coordinates-based representation as follows.
$M_{R\left(\theta_{u}\right)}=\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & \cos \theta_{u} & -\sin \theta_{u} & 0 \\ 0 & \sin \theta_{u} & \cos \theta_{u} & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$
$M_{R\left(\theta_{v}\right)}=\left[\begin{array}{cccc}\cos \theta_{v} & 0 & \sin \theta_{v} & 0 \\ 0 & 1 & 0 & 0 \\ -\sin \theta_{v} & 0 & \cos \theta_{v} & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$
$M_{R\left(\theta_{w}\right)}=\left[\begin{array}{cccc}\cos \theta_{w} & -\sin \theta_{w} & 0 & 0 \\ \sin \theta_{w} & \cos \theta_{w} & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$
If a point in homogeneous coordinates $\left(r_{u}, r_{v}, r_{w}, 1\right)^{t}$ is rotated about the $U$-axis, the $V$-axis and the W-axis for $\theta_{u}, \theta_{v}$, and $\theta_{w}$ degrees, respectively, the resulting point $\left(r_{u}{ }^{\prime}, r_{v}{ }^{\prime}, r_{w}{ }^{\prime}, 1\right)^{t}$ is obtained by premultiplying $\left(r_{u}, r_{v}, r_{w}, 1\right)^{t}$ by the matrices $M_{R\left(\theta_{u}\right)} M_{R\left(\theta_{v}\right)}$ and $M_{R\left(\theta_{w}\right)}$ as follows.

$$
\left[\begin{array}{c}
r_{r_{u}}  \tag{4-1}\\
r_{v}^{\prime} \\
r_{w^{\prime}} \\
1
\end{array}\right]=M_{R\left(\theta_{w}\right)} M_{R\left(\theta_{v}\right)} M_{R\left(\theta_{u}\right)}\left[\begin{array}{c}
r_{u} \\
r_{v} \\
r_{w} \\
1
\end{array}\right]
$$

Note that
$M_{R\left(\theta_{v}\right)} M_{R\left(\theta_{u}\right)}=\left[\begin{array}{cccc}\cos \theta_{v} & 0 & \sin \theta_{v} & 0 \\ 0 & 1 & 0 & 0 \\ -\sin \theta_{v} & 0 & \cos \theta_{v} & 0 \\ 0 & 0 & 0 & 1\end{array}\right]\left[\begin{array}{cccc}1 & 0 & 0 & 0 \\ 0 & \cos \theta_{u} & -\sin \theta_{u} & 0 \\ 0 & \sin \theta_{u} & \cos \theta_{u} & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$
$=\left[\begin{array}{cccc}\cos \left(\theta_{v}\right) & \sin \left(\theta_{u}\right) \sin \left(\theta_{v}\right) & \cos \left(\theta_{u}\right) \sin \left(\theta_{v}\right) & 0 \\ 0 & \cos \left(\theta_{u}\right) & -\sin \left(\theta_{u}\right) & 0 \\ -\sin \left(\theta_{v}\right) & \sin \left(\theta_{u}\right) \cos \left(\theta_{v}\right) & \cos \left(\theta_{u}\right) \cos \left(\theta_{v}\right) & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$
Hence, $M_{R\left(\theta_{w}\right)} M_{R\left(\theta_{v}\right)} M_{R\left(\theta_{u}\right)}$ can be expressed as
$M_{R\left(\theta_{w}\right)} M_{R\left(\theta_{v}\right)} M_{R\left(\theta_{u}\right)}=\left[\begin{array}{cccc}\cos \left(\theta_{w}\right) & -\sin \left(\theta_{w}\right) & 0 & 0 \\ \sin \left(\theta_{w}\right) & \cos \left(\theta_{w}\right) & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]\left[\begin{array}{cccc}\cos \left(\theta_{v}\right) & \sin \left(\theta_{u}\right) \sin \left(\theta_{v}\right) & \cos \left(\theta_{u}\right) \sin \left(\theta_{v}\right) & 0 \\ 0 & \cos \left(\theta_{u}\right) & -\sin \left(\theta_{u}\right) & 0 \\ -\sin \left(\theta_{v}\right) & \sin \left(\theta_{u}\right) \cos \left(\theta_{v}\right) & \cos \left(\theta_{u}\right) \cos \left(\theta_{v}\right) & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$
$=\left[\begin{array}{ccll}\cos \left(\theta_{v}\right) \cos \left(\theta_{w}\right) & \sin \left(\theta_{u}\right) \sin \left(\theta_{v}\right) \cos \left(\theta_{w}\right)-\cos \left(\theta_{u}\right) \sin \left(\theta_{w}\right) & \cos \left(\theta_{u}\right) \sin \left(\theta_{v}\right) \cos \left(\theta_{w}\right)+\sin \left(\theta_{u}\right) \sin \left(\theta_{w}\right) & 0 \\ \cos \left(\theta_{v}\right) \sin \left(\theta_{w}\right) & \sin \left(\theta_{u}\right) \sin \left(\theta_{v}\right) \sin \left(\theta_{w}\right)+\cos \left(\theta_{u}\right) \cos \left(\theta_{w}\right) & \cos \left(\theta_{u}\right) \sin \left(\theta_{v}\right) \sin \left(\theta_{w}\right)-\sin \left(\theta_{u}\right) \cos \left(\theta_{w}\right) & 0 \\ -\sin \left(\theta_{v}\right) & \sin \left(\theta_{u}\right) \cos \left(\theta_{v}\right) & \cos \left(\theta_{u}\right) \cos \left(\theta_{v}\right) & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$

It should be pointed out that (4-1) can be replaced with a single ordinary rotation. This rotation is performed about a rotation axis (unit vector) $\hat{a}=\left(a_{u}, a_{v}, a_{w}\right)$ defined as follows.

$$
\begin{equation*}
\hat{a}=\frac{(\alpha, \beta, \gamma)}{\sqrt{\alpha^{2}+\beta^{2}+\gamma^{2}}} \tag{4-3}
\end{equation*}
$$

where

$$
\begin{align*}
& \alpha=\sin \left(\frac{\theta_{u}}{2}\right) \cos \left(\frac{\theta_{v}}{2}\right) \cos \left(\frac{\theta_{w}}{2}\right)-\cos \left(\frac{\theta_{u}}{2}\right) \sin \left(\frac{\theta_{v}}{2}\right) \sin \left(\frac{\theta_{w}}{2}\right) \\
& \beta=\cos \left(\frac{\theta_{u}}{2}\right) \sin \left(\frac{\theta_{v}}{2}\right) \cos \left(\frac{\theta_{w}}{2}\right)+\sin \left(\frac{\theta_{u}}{2}\right) \cos \left(\frac{\theta_{v}}{2}\right) \sin \left(\frac{\theta_{w}}{2}\right)  \tag{4-4}\\
& \gamma=\cos \left(\frac{\theta_{u}}{2}\right) \cos \left(\frac{\theta_{v}}{2}\right) \sin \left(\frac{\theta_{w}}{2}\right)-\sin \left(\frac{\theta_{u}}{2}\right) \sin \left(\frac{\theta_{v}}{2}\right) \cos \left(\frac{\theta_{w}}{2}\right)
\end{align*}
$$

The rotation angle $\theta$ is defined through the following triangular functions

$$
\begin{gather*}
\sin \left(\frac{\theta}{2}\right)=\sqrt{\alpha^{2}+\beta^{2}+\gamma^{2}}  \tag{4-5}\\
\cos \left(\frac{\theta}{2}\right)=\cos \left(\frac{\theta_{u}}{2}\right) \cos \left(\frac{\theta_{v}}{2}\right) \cos \left(\frac{\theta_{w}}{2}\right)+\sin \left(\frac{\theta_{u}}{2}\right) \sin \left(\frac{\theta_{v}}{2}\right) \sin \left(\frac{\theta_{w}}{2}\right) \tag{4-6}
\end{gather*}
$$

What this says is, if one defines an ordinary rotation matrix $M_{R(\theta, \hat{a})}$ as follows

$$
\begin{gather*}
M_{R(\theta, \hat{a})}= \\
{\left[\begin{array}{cccc}
\cos (\theta)+(1-\cos (\theta)) a_{u} a_{u} & (1-\cos (\theta)) a_{u} a_{v}-\sin (\theta) a_{w} & (1-\cos (\theta)) a_{u} a_{w}+\sin (\theta) a_{v} & 0 \\
(1-\cos (\theta)) a_{u} a_{v}+\sin (\theta) a_{w} & \cos (\theta)+(1-\cos (\theta)) a_{v} a_{v} & (1-\cos (\theta)) a_{v} a_{w}-\sin (\theta) a_{u} & 0 \\
(1-\cos (\theta)) a_{u} a_{w}-\sin (\theta) a_{v} & (1-\cos (\theta)) a_{v} a_{w}+\sin (\theta) a_{u} & \cos (\theta)+(1-\cos (\theta)) a_{w} a_{w} & 0 \\
0 & 0 & 0 & 1
\end{array}\right]} \tag{4-7}
\end{gather*}
$$

where $\theta$ and $\hat{a}=\left(a_{u}, a_{v}, a_{w}, 1\right)$ are defined as above, then if we rotate $\left(r_{u}, r_{v}, r_{w}, 1\right)^{t}$ about the rotation axis $\hat{a}=\left(a_{u}, a_{v}, a_{w}, 1\right)$ for $\theta$ degree, the result computed as follows is the same as the result computed using (4-1).
$\left[\begin{array}{c}r_{c^{\prime}} \\ r_{v^{\prime}} \\ r_{w} \\ 1\end{array}\right]=M_{R(\theta, \hat{a})}\left[\begin{array}{c}r_{u} \\ r_{v} \\ r_{w} \\ 1\end{array}\right]$
This work shows that one can easily recover rotation axis and rotation angle for ordinary rotations from the representation techniques presented in Sections 3 and 4 in a more general way than quaternion rotation.

## 5 INTERPOLATION OF ROTATIONS

Our task here is to generate a closed path (space) curve $C(u)$ on the 3D sphere $S$ that passes through a set of given points $P_{0}, P_{1}, \cdots, P_{n}$ on S . $C(u)$ will be at least $C^{1}$-continuous. For this task, instead of considering $q_{1}$ and $q_{2}$ on $S^{3}$ (the set of unit quaternions), we can simply consider $\hat{v}_{1}$ and $\hat{v}_{2}$ on $S^{2}$ (the set of unit 3D vectors).


$$
\hat{v}_{1} \cdot \hat{v}_{2}=\cos \theta
$$

Figure 2: Construction of the rotation axis $\hat{v}$.
For two given unit vectors $\hat{v}_{1}=\left(\hat{v}_{1 x}, \hat{v}_{1 y}, \hat{v}_{1 z}\right)^{t}$ and $\hat{v}_{2}=\left(\hat{v}_{2 x}, \hat{v}_{2 y}, \hat{v}_{2 z}\right)^{t}$ in $S^{2}$, define $\hat{v}$ as follows (see Fig. 2)

$$
\begin{equation*}
\hat{v}=\frac{\hat{v}_{1} \otimes \hat{v}_{2}}{\sin \theta} \tag{5-1}
\end{equation*}
$$

Then any point on the circular arc between $\hat{v}_{1}$ and $\hat{v}_{2}$ can be computed as follows

$$
\begin{equation*}
\hat{v}(t)=\frac{\sin ((1-t) \theta)}{\sin \theta} \hat{v}_{1}+\frac{\sin (t \theta)}{\sin \theta} \hat{v}_{2} \tag{5-2}
\end{equation*}
$$

where $0 \leq t \leq 1$ and $\hat{v}_{1} \cdot \hat{v}_{2}=\cos \theta$.
Instead of eq. (5-2), a second choice to compute $\hat{v}(t)$ is to use the following formula

$$
\left[\begin{array}{c}
\hat{v}_{x}(t)  \tag{5-3}\\
\hat{v}_{y}(t) \\
\hat{v}_{z}(t) \\
1
\end{array}\right]=M_{R(t \theta, \hat{v})}\left[\begin{array}{c}
\hat{v}_{1} \\
\hat{v}_{1 x} \\
\hat{v}_{1 z} \\
1
\end{array}\right]
$$

where $\hat{v}_{x}(t), \hat{v}_{y}(t)$ and $\hat{v}_{z}(t)$ are $x, y$ and $z$ components of $\hat{v}(t)$ and $M_{R(t \theta, \hat{v})}$ is a $4 \times 4$ rotation matrix defined in (3-3). Note that the slerp technique cannot have a vector-matrix multiplication representation like eq. (5-3).

Eq. (5-2) or eq. (5-3) can only give us a circular arc between two consecutive points $P_{i-1}$ and $P_{i}$. We need to use 3D cubic composite Bezier curve technique to construct a smooth path curve to interpolate the given points $P_{0}, P_{1}, \ldots P_{n}$, and use eq. (5-2) or eq. (5-3) only in the computation of the circular control polygon of the path curve on $S^{2}$.


Figure 3: Construction of the control points $a_{i}$ and $b_{i}$.
To compute the control points of the cubic composite Bezier curve that interpolates the given points $P_{0}, P_{1}, \ldots P_{n}$, we use Shoemake's $2^{\text {nd }}$ approach to compute $a_{i}$ and $b_{i}$ for each set of three consecutive points $P_{i-1}, P_{i}$, and $P_{i+1}$ (see Fig. 3).
$a_{i}=\operatorname{Bisect}\left(P_{i}, \operatorname{Bisect}\left(\operatorname{Double}\left(P_{i-1}, P_{i}\right), P_{i+1}\right)\right)$

$$
b_{i}=\text { Double }\left(a_{i}, P_{i}\right)
$$

See Fig. 3 for the locations of $a_{i}$ and $b_{i}$. In this figure, $\bar{P}_{i-1}=\operatorname{Double}\left(P_{i-1}, P_{i}\right), \bar{P}_{i}=\operatorname{Bisect}\left(\bar{P}_{i-1}, P_{i+1}\right)$. If the angle between $P_{i-1}$ and $P_{i}$ is $\theta_{i-1}$ then the angle between $P_{i-1}$ and $\bar{P}_{i-1}$ is $2 \theta_{i-1}$ (see Fig. 4). Hence, $\bar{P}_{i-1}$ can be computed as follows:


Figure 4: Construction of the rotation axis $\hat{v}_{i-1}$.

$$
\begin{equation*}
\bar{P}_{i-1}=2 \cos \left(\theta_{i-1}\right) P_{i}-P_{i-1} \tag{5-4}
\end{equation*}
$$

or

$$
\left[\begin{array}{c}
\bar{P}_{(i-1) x}  \tag{5-5}\\
\bar{P}_{(i-1) y} \\
\bar{P}_{(i-1) z} \\
1
\end{array}\right]=M_{R\left(2 \theta_{i-1}, \hat{v}_{i-1)}\right.}\left[\begin{array}{c}
P_{(i-1) x} \\
P_{(i-1)} \\
P_{(i-1) z} \\
1
\end{array}\right]
$$

where $M_{R\left(2 \theta_{i-1}, \hat{v}_{i-1}\right)}$ is a $4 \times 4$ rotation matrix defined in (3-3) and $\hat{v}_{i-1}$ is the rotation axis defined as follows

$$
\begin{equation*}
\hat{v}_{i-1}=\frac{P_{i-1} \otimes P_{i}}{\sin \left(\theta_{i-1}\right)} \tag{5-6}
\end{equation*}
$$

with $\theta_{i-1}$ being the angle between $P_{i-1}$ and $P_{i}$. Our path curve is a closed curve, therefore, $i-1$ and $i+1$ are modulo $n$.

Once we have $\bar{P}_{i-1}$, we can compute $\bar{P}_{i}$ as follows

$$
\begin{equation*}
\bar{P}_{i}=\frac{\sin \left(\bar{\theta}_{i-1} / 2\right)}{\sin \left(\bar{\theta}_{i-1}\right)} P_{i+1}+\frac{\sin \left(\bar{i}_{i-1} / 2\right)}{\sin \left(\bar{\theta}_{i-1}\right)} \bar{P}_{i-1} \tag{5-7}
\end{equation*}
$$

or

$$
\left[\begin{array}{c}
\bar{P}_{i x}  \tag{5-8}\\
\bar{P}_{i y} \\
\bar{P}_{i z} \\
1
\end{array}\right]=M_{R\left(\bar{\theta}_{i-1} / 2, \hat{v}_{i-1}\right)}\left[\begin{array}{c}
\bar{P}_{(i-1) x} \\
\bar{P}_{(i-1) y} \\
\bar{P}_{(i-1) z} \\
1
\end{array}\right]
$$

where $M_{R\left(\bar{\theta}_{i-1} / 2, \hat{v}_{i-1}\right)}$ is a $4 \times 4$ rotation matrix defined in (3-3) with $\bar{\theta}_{i-1}$ being the angle between $\bar{P}_{i-1}$ and $P_{i+1}$, and $\hat{\bar{v}}_{i-1}$ being the rotation axis defined as follows


Figure 5: Construction of the rotation axis $\hat{\bar{v}}_{i-1}$.
We are ready to compute $a_{i}$ and $b_{i}$ now. $a_{i}=\operatorname{Bisect}\left(P_{i}, \bar{P}_{i}\right)$, mid-point of the circular arc between $P_{i}$ and $\bar{P}_{i}$, is computed as follows

$$
\begin{equation*}
a_{i}=\frac{\sin \left(\bar{\theta}_{i} / 2\right)}{\sin \left(\bar{\theta}_{i}\right)} P_{i}+\frac{\sin \left(\bar{\theta}_{i} / 2\right)}{\sin \left(\bar{\theta}_{i}\right)} \bar{P}_{i} \tag{5-10}
\end{equation*}
$$

or

$$
\left[\begin{array}{c}
a_{i x}  \tag{5-11}\\
a_{i y} \\
a_{i z} \\
1
\end{array}\right]=M_{R\left(\bar{\theta}_{i} / 2, \hat{v}_{i}\right)}\left[\begin{array}{c}
\bar{P}_{i x} \\
\bar{P}_{i y} \\
\bar{P}_{i z} \\
1
\end{array}\right]
$$

where $M_{R\left(\bar{\theta}_{i} / 2, \hat{v}_{i}\right)}$ is a $4 \times 4$ rotation matrix defined in (3-3) with $\bar{\theta}_{i}$ being the angle between $\bar{P}_{i}$ and $P_{i}$ (see Fig. 6) and $\hat{\bar{v}}_{i}$ being the rotation axis defined as follows

$$
\begin{equation*}
\hat{\bar{v}}_{i}=\frac{\bar{P}_{i} \otimes P_{i}}{\sin \left(\overline{\bar{\sigma}_{i}}\right)} \tag{5-12}
\end{equation*}
$$



Figure 6: Construction of the rotation axis $\hat{\bar{v}}_{i}$.
$b_{i}=\operatorname{Double}\left(a_{i}, P_{i}\right)$ is obtained by extending the circular arc $\widehat{a_{l} P_{l}}$ in the direction of $\overrightarrow{a_{l} P_{l}}$ so that the angle between $b_{i}$ and $P_{i}$ is the same as the angle between $P_{i}$ and $a_{i}$ (see Fig. 7).


Figure 7: Construction of the rotation axis $\hat{\tilde{v}}_{i}$.
$b_{i}$ is computed as follows

$$
\begin{equation*}
b_{i}=2 \cos \left(\tilde{\theta}_{i}\right) a_{i}-P_{i} \tag{5-13}
\end{equation*}
$$

or

$$
\left[\begin{array}{c}
b_{i x}  \tag{5-14}\\
b_{i y} \\
b_{i z} \\
1
\end{array}\right]=M_{R\left(2 \widetilde{\theta}_{i} \stackrel{\rightharpoonup}{\theta}_{i}\right)}\left[\begin{array}{c}
a_{i x} \\
a_{i y} \\
a_{i z} \\
1
\end{array}\right]
$$

where $M_{R\left(2 \tilde{\theta}_{i}, \hat{\theta}_{i}\right)}$ is a $4 \times 4$ rotation matrix defined in (3-3) with $\tilde{\theta}_{i}$ being the angle between $a_{i}$ and $P_{i}$ (see Fig. 7) and $\hat{v}_{i}$ being the rotation axis defined as follows

$$
\begin{equation*}
\hat{\tilde{v}}_{i}=\frac{a_{i} \otimes P_{i}}{\sin \left(\hat{\theta}_{i}\right)} \tag{5-15}
\end{equation*}
$$

Once we have all the $a_{i}$ and $b_{i}$ constructed, we are ready to construct a closed composite cubic Bezier curve on $S^{2}$ that interpolates all the $P_{i}$. Fig. 8 shows the relationship between $a_{i}, b_{i}, P_{i}$ and the composite cubic Bezier curve $C(u)$. Each segment of $C(u)$ is defined by four control points. For instance, the second segment of $C(u)$, denoted $C_{2}(u)$, is defined by control points $P_{1}, a_{1}, b_{2}$ and $P_{2}$. In general, the i-th segment $C_{i}(u)$ is defined by control points $P_{i-1}, a_{i-1}, b_{i}$ and $P_{i}$.


Figure 8: A closed composite cubic Bezier curve that interpolates $P_{0}, P_{1}, P_{2}, P_{3}$ and $P_{4}\left(=P_{0}\right)$ on $S^{2}$.
The parameter space of each segment is the same: the unit interval [0, 1]. Each segment of the curve is generated using the de Casteljau algorithm for circular arc interpolation instead of linear segment interpolation. For example, for the second curve segment $C_{2}(u)$, if 100 points are to be generated for the curve segment, we set step size to be $\Delta u=0.01$ and then use the following pseudo code to generate the curve segment:

```
\(\mathrm{Q}[0][0]=P_{1}\);
\(\mathrm{Q}[0][1]=a_{1}\);
\(\mathrm{Q}[0][2]=b_{2}\);
\(\mathrm{Q}[0][3]=P_{2}\);
Current \(=\mathrm{Q}[0][0]\);
\(u=0.0\);
\(\Delta u=0.01\);
for ( \(\mathrm{i}=0 ; \mathrm{i}<100 ; \mathrm{i}++\) ) \{
    \(u=u+\Delta u\);
    for ( \(\mathrm{j}=1 ; \mathrm{j}<=3 ; \mathrm{j}++\) ) \{
        for ( \(k=j ; k<=3 ; k++\) ) \{
            \(\cos \theta_{j, k}=Q[j][k-1] \cdot Q[j][k] ;\)
            \(\sin \theta_{j, k}=\sqrt{1-\left(\cos \theta_{j, k}\right)^{2}}\);
            \(/ / \sin \theta_{j, k}\) is negative if \(\cos \theta_{j . k}\) is negative
            \(\mathrm{Q}[j][\mathrm{k}]=\frac{\sin \left((1-u) \theta_{j, k}\right)}{\sin \theta_{j, k}} \mathrm{Q}[j][\mathrm{k}-1]+\frac{\sin \left(u \theta_{j, k}\right)}{\sin \theta_{j, k}} \mathrm{Q}[j][\mathrm{k}] ;\)
        \}
    \}
    Next = Q[3][3];
    Line(Current, Next); //Draw a line segment from Current to Next
    Current = Next;
\}
```

This procedure generates a good $C^{1}$-continuous curve on $S^{2}$ that interpolates all the given $P_{i}$.

## 6 CONCLUSIONS

From the work shown in Sections 3, 4 and 5, one can see that anything quaternions can do, ordinary rotation can do as well and actually more efficiently for most of the applications in geometric modeling,
computer graphics and computer animation. This is because for most applications in these areas, one usually deals with geometric models with large number of points/vertices. Therefore, the techniques presented in Section 3 is more efficient than using quaternions. Another important advantage of the representation techniques presented in Section 3 is its capability to be accumulated with other transformations in homogeneous coordinates so that one can accomplish all the transformations in the modeling space (plus the projection process) with only one vector-matrix multiplication, an advantage quaternion cannot enjoy. The work presented in Section 4 also shows that one can easily recover rotation axis and rotation angle for ordinary rotations in a more general way than quaternion rotation. Most importantly, quaternion rotation commonly used in generating smooth curves to interpolate a set of given points on 3D sphere $S$ can be completely replaced with ordinary rotation if a technique to interpolate rotations on 3D sphere S developed in Section 5 is used. Hence, quaternions are not really needed in geometric modeling, computer graphics and computer animation.
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