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Abstract. 4D printing refers to the 3D printing of models which deform over time in response to some stimulus. This process can be used to create objects with heavily curved geometries by first printing them flat, then subsequently warping them to a desired final shape. Most work in 4D printing involves flat, single-layer, effectively two-dimensional initial printed configurations, which limits the print’s ability to warp and curve in both directions. As a step to address these limitations, we propose a novel modeling and simulation framework for 4D printed, multi-tiered grids. These grids consist of multi-layered, interconnected nodes that differentially shrink at each layer in order to create curvatures in either direction. These nodes can all be assigned curvature and size values independently, giving grids the ability to create complex surfaces. Bézier patches and triangle mesh models can be used as targets to generate grids that closely mimic the geometry of the input surface after stimulation. Under forward simulation, nodes within grids are able to recreate distances and curvatures measured on target surfaces within approximately 1% tolerance, and full grids closely resemble their desired shapes.
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1 INTRODUCTION

4D printing is an extension of traditional 3D printing wherein prints are imbued with some form of deformation response triggered by an external stimulus [19]. In its most common setup, stress is built into thermoplastics by varying print speed and layer thickness, then the stress is partially released via heating and the plastic differentially shrinks. This process shows promise in decreasing the packaging size and material usage for manufactured products. Parts with 2D topology can be printed flat, sent to their destination, then stimulated (via a heated water bath for example) and warped into their final 3D shape. Complex surfaces and structures can also be produced without multiple printed parts or specially created molds, potentially saving on material, handling and assembling costs.
Work on the design of fused deposition modeling (FDM) 4D prints has to date mostly involved the printing of thin, flat initial configurations, which are then warped to produce 3D shapes [16, 23, 36]. Printing only a single layer/sheet of thermoplastic though limits the scope of the geometric features that can be achieved in the final-formed 3D objects. It is difficult to accurately produce complex shapes exhibiting double curvature (non-zero Gaussian curvature) via the manipulation of only the distances between points in a plane. As described by Efrati et al. [11, 12], both the in-plane strain and the out-of-plane curvature at each point on a surface need to be specified in order to produce complex 3D shapes via deformation of a flat surface. In order to address the deficiencies of previous 4D methods and extend their application to the production of more complex 3D shapes, we present a method that supports the control of both the in-plane deformation and the out-of-plane curvature of a 4D printed object. The innovation that we introduce extends 4D printing out of just a single flat sheet and into the third dimension via a stacked multi-tier construction. Adding thickness to a 4D printed object enables the specification of (potentially double) curvature at finite locations along the target object’s surface.

Within this context, we present a model that supports an inverse design and forward simulation process for 4D prints consisting of multiple-tiered layers of deforming material. The model begins as a 3D grid of cubes, each defined as 8 vertices and 12 edges, whose edges shrink in accordance with the behavior of 4D printed thermoplastics. Basic examples of these grids are shown in Fig. 1(a) & (b). By assigning different shrinkage properties to the layers of the “nodes” within the grid, the modeling system is able to recreate 3D curved surfaces defined by Bézier patches and triangle meshes. Performing a physical simulation of the shrinkage of the edges transforms the initially flat grid into the desired shape specified by the input geometry. See Fig. 1(c).

Each set of vertically aligned cubes and the vertices and edges that comprise them constitute a node. The function of each individual node within the grid is to reproduce the curvature present within a node’s respective region of the target surface. To accomplish this, we variably shrink each layer of each node, as seen in Fig. 2. If layers are considered to lie in a plane with axes $u$ and $v$, the inverse design process supported by

---

Figure 1: (a) A grid of four three-layer nodes. (b) A $10 \times 10 \times 3$ grid made up of 100 nodes. (c) Reversing curvature on a strip of three by thirty four-layer nodes.
our framework determines the lengths $L_n^u$ and $L_n^v$ for each layer $n$ that will produce the target directionally signed curvature values $\kappa_n^u$ and $\kappa_n^v$ for every node. This work represents an extension of 4D print modeling from single-layer initial conditions to multi-layered three dimensional initial conditions, while still being theoretically actualizable; thus increasing the diversity of objects that can be created via 4D printing and allowing for greater double curvature than is typically available with single-layer 4D prints.

The remainder of the paper is organized as the following. Relevant related work is summarized in Section 2. Initial processing of input geometry is covered in Section 3. Further processing and refinement of the initial geometry readings can be found in Section 4. In-plane layer optimization is detailed in Section 5. Full optimization of the whole grid with curvature readings factored in is in Section 6. Details about visualization are in Section 7, results are show in Section 8, and Section 9 contains conclusions.

2 RELATED WORK

Comprehensive reviews of 4D printing can be found from 2017 [23], 2018 [37], 2019 [19] and 2020 [30]. Chung et al. [7] provide a review focused on the (limited) capabilities of commercial and open source modeling and slicing software for 4D printing. Momeni et al. [23] credit the creation of the term 4D Printing to a talk given by Skylar Tibbits in 2013 [34], and most publications in the field come from the past decade. One of Tibbits’ early papers on the subject describes how heat-reactive hinges can be 3D printed to enable thin thermoplastic sheets to warp into cubes and other basic geometries [35].

A relevant body of work to this project are publications that built up the ShapeOp geometry optimization library. Details on how we use the library begin in Section 5. The first ShapeOp precursor paper out of the EPFL Computer Graphics and Geometry Laboratory demonstrated what they called “Shape-Up”, which optimized 3D models according to prescribed proximity, geometry and shape constraints by “combining suitable projection operators” [4]. A follow-up paper to this detailed a more advanced and temporally efficient optimizer that incorporated a physics-inspired energy minimization system for optimization [5]. The same lab also published a paper on an interactive tool for exploring how changing constraints of this nature affect mesh models [9]. Finally, ShapeOp in its open source library form was published in [10], built primarily on the mathematical foundation developed in [5].

Another relevant system, but one not directly tied to 4D printing, came to be known as “VoxCad” [18]. This CAD program allows users to build models out of voxels (i.e. cubes) of different materials, then subject them to physical simulation. These voxels can even be made of “active materials”, which can compress, expand and/or flex of their own accord. The underlying mathematics of the simulations are based on a variety of physical constraints including beam equations, volume conservation and mass-spring equations.

Similar, more recent work on voxel-based modeling that directly focuses on 4D printing is presented by Sossou et al. [31, 32]. In these “Design for 4D printing” papers, the authors propose a voxel-based modeling and simulation framework for multi-material 4D prints. Voxels are again modeled as beams with realistic physical properties and connected to form a lattice. Compared to [18], the major extension here is found in active materials that can respond in complex ways to simulated environmental stimuli such as magnetic and electric fields exerted on the models. Worth noting about these three efforts is that the multi-material, voxel-based grids they propose are not actualizable using current printing technology. A more actualizable 4D print modeling software can be found in Paz et al. [24], although it is not multi-material. Some work has been done on designing active, multi-material 4D prints with genetic algorithms and evolutionary computing [17, 32].

Moving into research that includes physical realization of 4D models, Aharoni, Efrati et al. [1, 2, 11, 12] have published multiple works on the design of deformations of polymer sheets that served as inspiration for our work. The first of these [11] provides the theoretical framework for the follow-on research. Also, Cui et al. [8] present a non-thermoplastic-based 4D printing method by which 3D tissue scaffolds can be created with an inkjet printer and photo-crosslinkable gelatin-based inks.

Ge et al. [14] describe early work showing the potential of multi-material 4D prints. More advanced hinge
design leading to greater attainable curvatures is demonstrated by Raviv et al. [28]. Kwok et al. [20] present a “geometry-driven finite element” modeling software capable of accurately recreating 4D printed origami folds. They demonstrated the in silico version of this approach as part of an inverse design tool for modeling surfaces [21]. Bodaghi et al. [3] show how shape memory polymer can be 4D printed in both 2D and 3D (tubular) initial conditions that are capable of controlled contraction.

Rajkumar and Shanmugam [27] provide a number of experimental details on how different thermoplastics shrink and warp under various printing conditions. The CMU Morphing Matter Lab has produced a substantial body of work on 4D printing, with three projects in particular being most relevant to this publication. The first is called “4DMesh”, wherein the authors developed a program for the inverse design of surfaces via flat printed, irregular grids of struts that shrink and curve when heated [36]. The second is called “Geodesy”, which involves a similar inverse design setup, but the printed grid is solid and 3D warping is produced from “2D geodesic closed paths”, instead of individual struts [15]. The third project is an extension of [15], where the paths have been modified to allow for much greater asymmetry in the resulting 3D surface [16]. Recent work on 4D printing with “kinetic components” by Choi et al. [6] demonstrates a technique for creating hinged joints and twisting beams with much greater flexibility than was previously afforded by basic, internally stressed thermoplastics.

Our work builds upon and stands apart from previous work in 4D printing modeling and design because it utilizes struts organized in a regular grid structure to capture the full 3D deformations of shape-changing objects. Our two-step process (in-plane shrinkage, followed by out-of-plane warping) is based on the knowledge that 3D shapes can be described by a combination of in-plane strain and out-of-plane curvatures. Finally, our geometric analysis of the deforming grid leads to an inverse design approach, based on closed-form equations for specifying shrinkage values, that directs a flat shape to deform into a curved target shape consisting of reversing and/or double curvatures.

3 INPUT GEOMETRY PROCESSING

The input geometry that defines the target shape for the deformation process can take the form of either a bicubic Bézier patch or a triangle mesh (TM).

3.1 Configuration File

The details of the geometry are provided via a user-specified configuration file which dictates:

- Bézier or triangle mesh (TM) operating mode,
- Bézier patch input file or TM config file location,
- Number of layers (referred to as layers),
- Desired vertical height between layers (referred to as $\tau$),
- Desired node count along the longer edge of the grid,
- Maximum material shrinkage (referred to as maxShrinkage),
- Cutoff value for maximum curvature, as a percentage ($p$ value) of curvatures detected during analysis (e.g. 0.9, see Section 4),
- TM only: The bottom left corner for sampling the model (defines uStart and vStart, see Section 3.3),
- TM only: The height and width of the box within which sampling will be performed (defines uLength and vLength, see Section 3.3).

The goal of the calculations described in the following two subsections is to perform distance and curvature measurements at a relatively high sampling rate in order to inform how the final grid should be structured and ultimately how it should deform.
3.2 Bézier Patch Processing

The input description of a bicubic Bézier patch consists of sixteen control points \( P_{ij} \), where \( 0 \leq i,j \leq 3 \), which determine the shape of the surface. For values of \( u \) and \( v \) where \( 0 \leq u, v \leq 1 \), points \( p \) on a patch are determined via

\[
p(u, v) = \sum_{i=0}^{3} \sum_{j=0}^{3} b_i(u)b_j(v)P_{ij},
\]

where \( b_i \) and \( b_j \) are cubic Bernstein polynomials. With Eq. 1, distance measurements can be taken by sampling \( p(u, v) \) values and calculating the distance between neighboring points defined in the \( (u, v) \) space. In order to measure curvature \( \kappa \), we generate four Bézier control points for the Bézier curve found at one fixed value of either \( u \) or \( v \). These curves are defined by [13]

\[
Q(u) = \sum_{i=0}^{3} P_{i+1}(u)\binom{3}{i}u^i(1-u)^{3-i}
\]

with derivatives

\[
Q'(u) = \sum_{i=0}^{2} (P_{i+1} - P_i)\binom{2}{i}3u^i(1-u)^{2-i}
\]

and

\[
Q''(u) = \sum_{i=0}^{1} (P_{i+2} - 2P_{i+1} + P_i)6u^i(1-u)^{1-i}.
\]

\( \kappa \) is then calculated via

\[
\kappa = S \frac{\|Q'(u) \times Q''(u)\|}{\|Q'(u)\|^3},
\]

where

\[
S = \text{sgn}(N \cdot Q''(u)),
\]

with \( N \) being the surface normal at the given point on the patch. Since \( Q''(u) \) is perpendicular to \( Q'(u) \) (the curve's tangent vector), the dot product of \( N \) and \( Q''(u) \) specifies if the curve is curving above or below the local tangent plane, leading to a consistent definition of \( S \).

In this initial pass over the patch, it is sampled with 100 isolines in both \( u \) and \( v \), computing 1000 samples on each line for distance and curvature values. This sampling is then used to determine maximum and minimum isoline distances and maximum absolute value curvatures in both directions. Additionally, all measured curvatures are saved as absolute values in a vector for later use with the \( p \) value cutoff (see Section 4).

3.3 Triangle Mesh Processing

Similar sampling and geometric properties calculations are performed on an input triangle mesh (TM). We utilize ray tracing to sample the mesh. A second, TM-specific configuration file is used to define the path to a file containing the TM, any transformation(s) to apply to the model, as well as the number of rays to shoot in \( u \) and \( v \) directions, defining \texttt{uSamples} and \texttt{vSamples}. Rays are shot in the \( x \) direction, with \( y \) corresponding to \( u \) and \( z \) corresponding to \( v \). The TM model is placed inside a bounding volume hierarchy (BVH) by recursively subdividing its triangles into regions in order to increase the efficiency of the ray tracing. For a given triangle with points \( a \), \( b \) and \( c \), ray intersections are identified by determining the triangle's barycentric coordinates \( \beta \).
and γ and the ray parameter t where the ray intersects the triangle’s plane [33]. Ray origin positions R are defined via

\[ R = (-D, u\text{Start} + u\text{Step} \times j, v\text{Start} + v\text{Step} \times k), \]  

(7)

where D is some distance fully outside the model in x, j and k are integer iteration variables \(0 \leq j, k < u\text{Samples}, v\text{Samples},\)

\[ u\text{Step} = \frac{u\text{Length}}{u\text{Samples}}, \]  

(8)

and

\[ v\text{Step} = \frac{v\text{Length}}{v\text{Samples}}. \]  

(9)

The smallest positive t where \(\beta, \gamma > 0\) and \(\beta + \gamma \leq 1\) signifies the closest intersection point on the mesh model to the ray origin. The intersection point I is then calculated via

\[ I = R + (t, 0, 0) \]  

for each R and recorded. This results in a large number of \((x, y, z)\) intersection points across the input triangle mesh (e.g. in Fig. 6(a) uSamples and vSamples are both set to 100, which results in 10k intersections).

These intersection points are converted into a form which can then be further processed with Eq. 5. This is accomplished by fitting Catmull-Rom splines along each intersection isoline in u and v. These splines are composed of a series of cubic Hermite curves between each two intersection points \((\rho_k, \rho_{k+1})\), whose tangents \((T_k, T_{k+1})\) are aligned to create a \(C^1\) continuous spline along the isolines, calculated as

\[ Q_0 = \rho_k \]  

(11)

\[ Q_1 = \rho_{k+1} \]  

(12)

\[ T_0 = \frac{\rho_{k+1} - \rho_{k-1}}{2} \]  

(13)

\[ T_1 = \frac{\rho_{k+2} - \rho_k}{2}, \]  

(14)

where \(Q_n\) are Hermite control points, \(T_n\) are Hermite control tangents, \(\rho_n\) are intersection points within an isoline, and \(k\) is the index of the first intersection point for the Hermite curve. These cubic Hermite curves are equivalent to cubic Bézier curves and can be converted into the associated four Bézier control points, from which curvature can be calculated with Eq. 5. Curvature values are calculated within each Bézier curve (which are \(C^2\) continuous unlike the full splines), and distance measurements are taken between intersection points, which are then further processed as detailed in Section 4.

4 MEASUREMENT ANALYSIS AND REFINEMENT

Given the finite, discrete nature of the grid used for the deformation modeling, it is not possible to recreate all curvatures that may be present on an input target surface. Curvature \(\kappa\) is related to the radius of curvature \(R\) as

\[ \kappa = \frac{1}{R}. \]  

(15)

Therefore, a given curvature \(\kappa\) implies an \(R\), the radius of the osculating circle passing through the associated point on the surface,

\[ R = \frac{1}{|\kappa|}. \]  

(16)
Figure 2: (a) Elements and dimensions of a single node. \( R = 1/|\kappa| \). \( \kappa \) is the local surface curvature captured by the node. \( L^n \) are the rest lengths for horizontal edges. \( T \) is the vertical height of a node, and \( \tau \) is the spacing between layers. Also shown are the similar triangles used in the derivation of Eq. 21. (b) Three simulated four-layer nodes after edge shrinkage.

As seen in Fig. 2, the curvature \( \kappa \) that can be represented by a node is limited by the node’s geometric structure and the shrinkage properties of the grid edges. Given that \( L^3 \) (in the case of a four-layered grid) is defined as

\[
L^3 = (1 - \text{maxShrinkage}) \cdot L^0
\]  

and the requirement that the two slanted edges of length \( R (1/\kappa) \) meet at a point, there is a limit on the maximum height \( T \) of the node. It is therefore necessary to clamp the curvatures used in our deformation calculations and/or \( T \) in order to compute the final geometric quantities of the grid.

By sorting the previously calculated vector of unsigned curvatures, a maximum globally allowed curvature is determined by taking the index at floor \((\text{vector.size}() - 1) \cdot p\), where \( p \) is the cutoff percentage specified in the configuration file. Every \( \kappa \) value is capped to this maximum value going forward. The maximum \( \kappa \) is converted to a radius of curvature \( R \) via Eq. 16, which can then be used to compute the maximum inter-layer spacing \( \tau \) via similar triangles, as shown through dashed vertical lines in Fig. 2(a), with

\[
\frac{L^0/2}{R} = \frac{\text{maxShrinkage} \cdot L^0/2}{T}
\]  

\[
T \cdot L^0/2 = R \cdot \text{maxShrinkage} \cdot L^0/2
\]  

\[
T = R \cdot \text{maxShrinkage}
\]  

\[
\tau = \frac{R \cdot \text{maxShrinkage}}{\text{layers} - 1}
\]

This is the largest value of \( \tau \) that can recreate the maximum \( \kappa \) value. The user-requested \( \tau \) value, from the configuration file, is clamped to the value computed from Eq. 21 (further details on nodal calculations described in Section 6).
During the surface analysis covered in Section 3, maximum measured distance values in \( u \) and \( v \) are also recorded. These are used to automatically calculate an aspect ratio for the surface/grid. This aspect ratio is used to determine whether \( u \) or \( v \) is the longer edge, with that getting set to the number of nodes specified by the user. The shorter (or potentially equal length) edge is set to

\[
\text{nodeCountShorter} = \text{ceil} \left( \frac{\text{nodeCountLonger}}{\text{aspectRatio}} \right),
\]

However, similar to \( \tau \), there is a minimum number of nodes in each direction that are needed to create the maximum \( \kappa \). This minimum can be calculated via

\[
\text{minNodes} = \text{ceil} \left( \frac{\text{maxLength}}{2 \times \text{minR}} \right),
\]

where \( \text{maxLength} \) is the largest measured distance for an isoline in \( u \) or \( v \), and \( \text{minR} \) is the radius of curvature for the largest measured \( k \). If the user-specified node count in either \( u \) or \( v \) are smaller than this, both will be overridden while maintaining the aspect ratio.

### 4.1 Bézier-Patch-Specific Refinement

With these parameters fixed, the input patch can now be resampled at appropriate step sizes for the number of nodes. For step sizes of \( 1 / \text{nodeCount} \), distance values are sampled directly and curvature values are sampled 100 times within nodal regions then averaged.

### 4.2 TM-Specific Refinement

Similar to the Bézier patch process, the TM model needs to be resampled once the node counts have been determined. This is done by performing ray tracing a second time over the same area, just with the \( \text{nodeCountU} + 1 \) by \( \text{nodeCountV} + 1 \) isolines instead. Distance and curvature measurements are then taken again on the now node-sized Bézier curves within the new Catmull-Rom splines.

### 5 IN-PLANE LAYER OPTIMIZATION

Once the configuration parameters are determined, a forward simulation is performed to deform an initially flat grid into the desired curved object. The simulation results validate the correctness of our geometry-based inverse design calculations. The optimization simulation is conducted in two stages: the first with only a single layer shrinking in-plane, and the second with all layers and curvature-based shrinkage included. These two stages are in line with the understanding that 3D curved surfaces can be defined via a combination of in-plane strain and out-of-plane curvatures [11, 12]. For the first stage, this single layer is generated with initial spacing between vertices set to the maximum distance measured for any node in \( u \) or \( v \). This is to ensure all nodes only shrink, not expand. Rest lengths \( L \) (equivalent to \( L^0 \)'s covered in Section 6) are simply set to be the distance value for a given node. These distance values are measured within the respective \( u \) and \( v \) isoline ranges that constitute each node, which results in \( L \)'s that are variable even within a single isoline.

In order to simulate the deformation of models, we use the ShapeOp geometry optimization library [10]. To mimic the physical properties that a printed plastic structure would theoretically exhibit, node edges are modeled as basic springs, referred to as \text{EdgeStrainConstraint}'s in ShapeOp. With these alone however, the structure will undergo little to no out-of-plane deformation—and thus no curvature—in the event it roughly maintains its original shape. It is also possible for the grid to collapse in on itself during edge contraction. To avoid these unwanted outcomes, we add angular springs (\text{AngleConstraint}'s) at every vertex of the grid. There are up to twelve of these constraints per vertex, one between each adjacent pair of neighboring vertices.
The rest angles for all angular springs are set to 90°, as per the initial conditions of all grids (see Fig. 1). Following initialization, ShapeOp is run for a number of iterations and then returns the final vertex positions that it determines as optimal. For the results in this paper, 15,000 iterations were used.

For the single layer in-plane deformation, the result is another flat co-planar layer that represents how the structure would theoretically be printed. Thermoplastics can only shrink a limited amount [27], so it is optimal to print the grid “pre-shrunk” in-plane, then leave the maximum material shrinkage entirely for curvature-inducing shrinkage. The in-plane deformation process can be seen in Figs. 3 to 5(a) & (b) and Figs. 6 and 7(b) & (c), where a single grid layer shrinks according to the distance values measured in the u and v directions on a Bézier patch and a ray-sampled TM respectively.

6 FULL GRID OPTIMIZATION

The second and final stage of the simulation process generates a full multi-layered grid and implements curvature-based deformations. The first step duplicates the pre-shrunk single layer detailed in Section 5 to create as many layers as were requested by the user with spacing \( \tau \) as determined in Section 4. With the full grid in place, rest lengths for the struts (edges) in every layer need to be specified in order to recreate the measured target curvatures.

Given a \( \kappa \), the radius of curvature \( R \) for the region is defined by Eq. 16. In order to determine how much to shrink each layer within a node, the angle \( \theta \) is needed. \( \theta \) refers to the angle created at the intersection of the vertical edges of a node if they were to extend infinitely (see Fig. 2). Using \( R \) and \( L^0 \), \( \theta \) can be calculated via

\[
\theta = 2 \arcsin \left( \frac{L^0}{2R} \right). \tag{24}
\]

Depending on the direction of the curvature (determined by Eq. 6), \( L^0 \) is placed either at the top or bottom layer of the node. Its neighboring layer is referred to as \( L^1 \), then next to that \( L^2 \), and so on. The following formula is used to determine the target shrink length for layer \( L^n \),

\[
L^n = L^0 - 2n\tau \sin \left( \frac{\theta}{2} \right). \tag{25}
\]

This equation is derived by noting that the relationship

\[
\sin \left( \frac{\theta}{2} \right) = \frac{(L^0 - L^n)}{2n\tau}. \tag{26}
\]

holds true for the small triangle in the upper right of Fig. 2 and for all triangles starting from the top edge and connecting down to the right vertex of \( L^n \). It should be noted that since the value of \( \tau \) can be limited by Eq. 21, which is based on maxShrinkage, it is guaranteed that \( L^b \), where \( b = \text{layers} - 1 \) (i.e. the shortest, base layer), can be achieved via edge shrinkage. The curvature-based results for this stage can be seen in Fig. 1(c). On a strip thirty nodes long, the value for \( \theta \) is set to 1.0 radian on one end, -1.0 on the other end, and interpolated for the nodes in between to create bending in both directions.

Once all parameters for the surface elements have been computed, the lateral edge spring rest lengths in ShapeOp for a given layer \( n \) are set to \( L^n \) for each node, vertical edge spring rest lengths are set to their initial lengths (\( \tau \)), and angular spring rest values remain at 90°. Finding the spring constant values that produce the desired output involved some experimentation. For a given linear spring constant for the lateral struts, if the angular spring constant is too weak, the grid structure simply collapses in on itself. If the angular spring constant is too strong, linear spring contraction is inhibited and overall grid movement is minimal. Based on a number of tests, spring constants on angular springs were set to 1.0, “u, v” intra-layer linear springs were set to 5.0, and inter-layer linear springs were set to 40.0. Spring constant values of 1.0 and 5.0 strike a reasonable
balance between the two competing forces, although informing the values based on real world experimentation would be ideal. Finally, inter-layer spring constants were set very high as these struts are intended to be nearly rigid.

With a full 3D grid configured in ShapeOp, the optimization is run a second time. This results in a fully warped multi-tiered structure that closely recreates the original target surface in both size and geometry.

7 VISUALIZATION

Each major step of this process is visualized with the Visualization Toolkit (VTK) [29]. For TM models, the first visualization displays the results of ray tracing and spline fitting. The camera is oriented in the negative x direction looking at the model’s centroid, similar to the ray origins (R) from Section 3.3. The triangle mesh is shown after applying all modeling transformations, with intersection points displayed as spheres and splines shown passing through them in both the u and v directions. One example of the process is presented for a face model in Fig. 6(a). The result of the next step is shown in Fig. 6(b) as an initial single layer, rectangular grid that has yet to undergo in-plane shrinkage. Fig. 6(c) presents this layer after in-plane shrinkage, and (d) shows the layer duplicated to produce a multi-tiered structure. The fully optimized and deformed grid is then shown Fig. 6(e) and (f). Finally, a tessellation of the middle layer of the grid is presented in Fig. 6(g) for easier comparison to the input surface. Another TM example is presented in Fig. 7. All but the first of these steps are also shown in Figs. 3 to 5 for Bézier patch inputs.

An additional component of the grid visualization is a chromatic representation of the amount an edge spring is from its rest length. If a spring is greater than 20% stretched from its rest length, it is shown in bright red. If it is more than 20% shrunk, it is shown in dark blue. Fully rested springs are shown in bright green, with all other values between -20% and 20% being interpolated between blue or red and green respectively. Examples of this coloring scheme can be seen in Fig. 3(c) and (d), Figs. 4 and 5(c), and Figs. 6 and 7(d).

8 RESULTS

The first Bézier patch result is presented in Fig. 3. The input patch is shown from two different angles in (e) and (g). This patch curls up at one of its corners, down at the other three, has one heavily elongated edge, and a bulbous center. The patch measures 867.4 by 735.1 units along its largest isolines, giving it an aspect ratio of 1.18. The most any edge needs to shrink from the default spacing distance to its $L^b$ value during the in-plane phase is 31.5%. To create the largest curvature found in the patch ($\kappa = 0.0064$), an $L^b$, where $b = \text{layers} - 1$, needs to shrink an additional 25.6%.

The grid is configured with an inter-layer spacing ($\tau$) of 20 units, three layers, a max allowable material shrinkage (i.e. from $L^0$ to $L^b$) of 40%, a $p$ value of 1.0, and a long edge node count of 30. The short edge node count is set to 26 based on the aspect ratio, and the initial length of edges is set to 50.5 (corresponding to the largest $L^b$ in the grid). The largest node of the grid is visible in Fig. 3(a) at the bottom right corner by its green edges, indicating those are the determined initial edge lengths and are already at/near rest length. In (b), the disparity between large and small nodes can be seen clearly at the extreme curve in the bottom right of the layer.

Following full grid optimization (which can be seen in (f), (h) and (i)), on average $L^0$ edges are 0.57% away from the measured distance on their associated locations on the target patch. This indicates close replication of isoline lengths as they were measured on the input patch. As an assessment of curvature replication, $L^b$ edges are an average of 1.25% from their rest lengths. Since $L^b$ and $L^0$ directly correlated to $\kappa$ via Eqs. 24 and 25, these low errors indicate close curvature replication as well. Angular springs deviate an average of 2.03% from their 90° rest angles, indicating the differential layer shrinking process created a large amount of out-of-plane deformation, while the optimization software worked to balance the two groups of springs.

It should be noted that a user has some flexibility when choosing values of $\tau$ and $p$, which embody the
Figure 3: A Bézier patch result. (a) The initial single layer before optimization. (b) The single layer after in-plane only shrinkage. (c) The pre-shrunk layer duplicated to create three layers. (d) Another perspective on the uncurved grid showing red edges on both the top and bottom sides. (e, g) The input patch from different views. (f, h) The output grid from different views. (i) The middle layer of the output grid tessellated for visual comparison to the input patch.

trade-off between the thickness of the grid and the curvature values that can be recreated by the grid’s deformation. Eq. 21 defines the maximum inter-layer spacing needed to reproduce curvature $\kappa \cdot (1/R)$. For this first Bezier patch with maximum curvature of 0.0064, this maximum $\tau$ is 31.2. Therefore, the chosen value of 20 is well below the maximum and we should expect the curvatures to be reproduced on the output grid. If a target surface has higher curvatures or if a thicker grid is desired, it would be necessary to adjust $p$ to exclude higher values of $\kappa$ that would lead to the desired value of $\tau$.

The second Bézier patch result is shown in Fig. 4, with the input target patch being shown in (d). This patch is designed to roughly mimic the shape of the famous “egg chair” designed by Arne Jacobsen [22]. The patch measures 12.02 by 14.84 units along its largest isolines, giving it an aspect ratio of 0.81. The most any edge needs to shrink from the default spacing distance to its $L^0$ value is 22.9%. The largest curvature found in the patch is $k = 0.52$, requiring the $L^b$ for that node to shrink 30.9% from its $L^0$ value.

The grid is configured with a $\tau$ of 0.3 units, three layers, a max allowable material shrinkage of 40%, a $p$ value of 1.0, and a long edge node count of 20. The short edge node count is set to 17, and the initial length
of edges is set to 1.17. This patch does not exhibit reversing curvatures, however it does curve inward on itself in both $u$ and $v$ to a high degree. For this example, the maximum $\tau$ value from Eq. 21 is 0.484. Therefore, setting $\tau$ to 0.3 allows us to set $p$ to 1.0, with the expectation that all surface curvatures can be reproduced by the deforming grid. Following full grid optimization (which can be seen in (e) and (f)), on average $L^0$ edges are 0.58% from their rest lengths, and $L^b$ edges are 1.34% off. Angular springs are off by an average of 7.55% from their rest angle of $90^\circ$.

The final Bézier patch result is shown in Fig. 5, with the input target patch being shown in (d). This patch is inspired by an iris flower petal. The patch measures 7.94 by 14.54 units along its largest isolines, giving it an aspect ratio of 0.55. The most any edge needs to shrink from the default spacing distance to its $L^0$ value is 51.7%. The largest curvature found in the patch is $k = 0.58$, requiring the $L^b$ for that node to shrink 34.8% from its $L^0$ value.

The grid is configured with a $\tau$ of 0.2 units, four layers, a max allowable material shrinkage of 50%, a $p$ value of 1.0, and a long edge node count of 35. The short edge node count is set to 20, and the initial length of edges is set to 0.69. For this example, the maximum $\tau$ value from Eq. 21 is 0.29. Therefore, setting $\tau$ to 0.2 allows us to set $p$ to 1.0, with the expectation that all surface curvatures can be reproduced by the deforming grid. Following full grid optimization (which can be seen in (e) and (f)), on average $L^0$ edges are 0.30% from their rest lengths, and $L^b$ edges are 0.69% off. Angular springs are off by an average of 7.41% from their rest angle of $90^\circ$.

The first triangle mesh result, which is shown in Fig. 6, is for a model of a simplified human head [25]. The ray-traced, sampled portion of the model can be seen in (a). $u$ splines are shown in red and $v$ splines are shown in blue. These splines are produced during the initial analysis pass over the model. The intersected region exhibits reversing curvature, as well as high curvature around the nose and brow ridge. The region measures 17.30 units by 20.41 units along its largest isolines, giving it an aspect ratio of 1.03. The most
Figure 5: The iris petal inspired patch result. (a) The initial single layer before optimization. (b) The single layer after in-plane only shrinkage. (c) The pre-shrunk layer duplicated to create three layers. (d) The input patch. (e) The output grid. (f) The middle layer of the output grid tessellated for visual comparison to the input patch.

any edge needs to shrink from the default spacing distance to its $L^0$ value is 21.8%. For this example, we chose a maxShrinkage value of 50.0%. Given that the maximum curvature over the surface is $\kappa = 1.60$, Eq. 21 indicates that the maximum value of $\tau$ should be 0.22, which is the value employed for these results. Additional settings are three layers, a $p$ value of 1.0, and a long edge node count of 35. The short edge node count is set to 30, and the initial length of edges is set to 1.03.

Following full grid optimization (which can be seen in (e), (f) and (g)), on average $L^0$ edges are 0.27% from their rest lengths, and $L^b$ edges are 0.64% off. Angular springs are off by an average of 7.66% from their rest angle of 90°. Of interest in (d) is that the bridge of the nose and brow ridge are clearly visible in red, as would be expected of these high curvature regions. Lighter red curves can be seen in the eye sockets where curvature reverses back in the other direction. In (g) the accurate recreation of the face’s structure is visually evident.

The second and final triangle mesh result, which is shown in Fig. 7, is for a model of a male human torso [26]. The ray-traced, sampled portion of the model can be seen in (a). The intersected region exhibits its most significant curvature around the pectoral muscles and clavicles, as well as more subtle curvature laterally along the torso. The region measures 62.81 units by 30.55 units along its largest isolines, giving it an aspect ratio of 2.06. The most any edge needs to shrink from the default spacing distance to its $L^0$ value is 17.5%. For this example, we chose a maxShrinkage value of 50.0%. Given that the maximum curvature over the surface is $\kappa = 0.45$, Eq. 21 indicates that the maximum value of $\tau$ should be 0.56, and a slightly lower value of 0.50 is employed. Additional settings are three layers, a $p$ value of 1.0, and a long edge node count of 40. The short edge node count is set to 20, and the initial length of edges is set to 3.14.

Following full grid optimization (which can be seen in (e), (f) and (g)), on average $L^0$ edges are 0.02% from their rest lengths, and $L^b$ edges are 0.29% off. Angular springs are off by an average of 7.85% from their rest angle of 90°.
Figure 6: The TM face result. (a) The TM model showing intersection points as green sphere, $u$ isolines in red and $v$ isolines in blue. (b) The initial single layer before optimization. (c) The single layer after in-plane only shrinkage. (d) The pre-shrunk layer duplicated to create three layers. (e, f) The output grid from different views. (g) The middle layer of the output grid tessellated for visual comparison to the input model.

9 CONCLUSIONS

We have presented a novel technique for the inverse design and simulation of 4D printed objects consisting of multiple-tiered layers of deforming material. This technique takes the form of a grid made up of nodal subsections which differentially shrink and curve to match the shape of an input target surface. This modeling setup allows for a greater breadth of design options than single-layer approaches, while also offering a better method for creating bi-directional curvature in 4D prints than previous methods. Compared to other simulation work in thick 4D printing [31], our models have the potential to be produced by current FDM technology by printing each layer separately then assembling the grid before heating.
Figure 7: The TM torso result. (a) The TM model showing intersection points as green sphere, $u$ isolines in red and $v$ isolines in blue. (b) The initial single layer before optimization. (c) The single layer after in-plane only shrinkage. (d) The pre-shrunk layer duplicated to create three layers. (e, f) The output grid from different views. (g) The middle layer of the output grid tessellated for visual comparison to the input model.

Our approach to modeling and design for 4D printing utilizes struts organized in a regular grid structure to capture the full 3D deformations of shape-changing objects. Our two-step process (in-plane shrinkage, followed by out-of-plane warping) is based on the knowledge that 3D shapes can be described by a combination of in-plane strain and out-of-plane curvatures. Finally, our geometric analysis of the deforming grid leads to an
inverse design approach based on closed-form equations for specifying shrinkage values that direct a flat shape to deform into a curved target shape consisting of reversing and/or double curvatures.

The primary future work for this project is to attempt to print the grid models to determine if they can be actualized. Beyond this, further fine-tuning and refinement of the optimization process could be undertaken to determine what parameters (e.g. spring constants, iteration count) result in the most accurate and physically realistic results. While the current nodal grid setup results in a fairly accurate recreation of the input surface, the process does not presently result in total fidelity as a side effect of ShapeOp not being inherently aware of the material properties of the simulated structure. More fine tuning, ideally with the addition of experimental data, will likely ameliorate this shortcoming.
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