Automatic and Improved Camera Information Processing for a 3D Photo-Modelling System
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Abstract. In this study, we propose a process of photo capturing, improved camera calibration, and improved camera alignment to generate a three-dimensional (3D) textured model of an object from its multiple two-dimensional (2D) images for presentation on a website. The proposed photo capturing can represent the object and mat photos in a controlled environment and can easily remove the background color. The mat photos are used in camera calibration to evaluate the camera parameters. The object photos and camera parameters are then used in model reconstruction to generate a 3D mesh model. Camera alignment is employed to obtain the bottom information of the object by flipping the object to take another layer of photos. The accuracy and efficiency of camera calibration and alignment are both improved for automatic generation. Finally, we describe an integrated software system for modelling to demonstrate the entire process, which can yield a high-quality 3D textured model for object presentation. Six realistic examples were presented to demonstrate the feasibility of the proposed system.
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1 INTRODUCTION

Two-dimensional (2D) photos are commonly used for product presentation in e-commerce because they can reveal an object’s high-quality texture and are easy to process. However, this requires an efficient (automatically) and high-quality collection of the object photos. The photo-taking device and corresponding software play an important role in the e-commerce industry [15]. In addition, as 2D photos only represent discrete views of an object, it is often necessary to capture hundreds of 2D photos with the photo-taking system and orient a photo at a given viewing angle via a viewing interface on the website [15]. However, storing and displaying so many photos while maintaining high photo quality on a website requires significant memory and CPU time for data downloading. In addition, the actual three-dimensional (3D) shape and dimensions of an object cannot be obtained in this representation. Orienting the object photos on the website is not continuous as only a limited number of views are recorded. A technique known as 3D photo-modelling [11], [15-16], [21] was developed to reconstruct the 3D model of an object using multiple 2D photos, while maintaining its texture on the model (called 3D textured model hereafter) [21]. This technology is an alternative option for product presentation because a 3D textured model requires less memory and can be freely oriented in 3D space.
High-quality object photos can be obtained using either a single-camera device (Figure 1(a)) that applies a digital single-lens reflex (DSLR) camera with a camera rail, or a multi-camera device (Figure 1(b)) that applies several DSLR cameras mounted on an arm to capture an object placed on a turntable from different latitudes. These devices are integrated with photo capturing software (Figure 1(c)) to form a photo capturing system. This system can position the camera precisely and orient the object on the turntable to different angles to capture the object photos in different views. It also provides a controlled environment, e.g., a single background color and adjustable lighting, for easily separating the object from the background. As this system is already used in the field of product presentation, we use it here as the photo capturing source of the 3D photo-modelling technology.

The following kinds of data need to be obtained for the 3D photo-modelling technology: object and camera calibration mat photos, camera parameters, a 3D mesh model, and texture data. The object photos are employed to generate the 3D textured model. The mat photos are employed in camera calibration to evaluate camera parameters. The camera parameters are mainly used to transform 2D contour points extracted from each object photo into a 3D space on which the 3D mesh model is generated. The 3D mesh model describes the object’s surface geometry in triangular meshes. The texture data covered on the 3D mesh model denotes the 3D textured model. The photo capturing is performed by a capturing system [15] to obtain high-quality object and mat photos. The camera calibration can be performed by matching the feature points between mat photos and the actual mat dimensions to figure out camera parameters [10-12], [23-24].

The shape-from-silhouette (SFS) approach is commonly used to estimate an object's shape from images of its silhouettes [4], [13], [22]. This method applies multiple 2D photos to generate the visual hull of the object. The concept of visual hull generation is used to apply multiple sets of an object’s silhouettes to perform polygon intersection. Based on a sufficient number of photos from different views, this method can yield an approximate model to describe the outline shape of an object. However, the quality of this model is not sufficient for 3D visualization for the following reasons. First, the existence of virtual features, such as sharp edges and artifacts, usually affect the accuracy of the model; some virtual features may even be sufficiently large to deteriorate the outline shape of the model. Second, invisible concave features on the photos usually result in redundant convex shapes on the model. The removal of artifacts is particularly important because they are difficult to detect and eliminate. Therefore, a quality improvement method must be implemented to remove virtual features while also recovering the smoothness [16].

Texture mapping generally involves five main techniques: mesh partitioning, mesh parameterization, texture transferring, correction, and optimization. These techniques relate to each other and affect the texture quality. Research in mesh partitioning can be summarized using several different approaches. Shamir [20] categorized several methods of mesh partitioning according to segmentation type, partitioning technique, and segmentation criterion. Segmentation type can be divided into surface-type and part-type. Surface-type mesh partitioning is commonly used in texture mapping [8], [17-18] because it can prevent large distortions in mesh parameterization. Mesh parameterization can be classified in terms of mesh distortion minimization, fixed or free boundary, and numerical complexity [6], [19]. For texture map generation, the main idea is to overcome the texture transferring problem. Niem et al. [14] proposed texturing and grouping the meshes, using the camera information to identify the most appropriate image source. They also proposed an algorithm to minimize the color inconsistency at the transition of two different groups and synthesize the invisible meshes using the neighboring color. Genç and Atalay [5] proposed a method to extract the pixels and render the texture dynamically. The extraction is performed by scanning the pixels horizontally and rendering every color onto the meshes. Baumberg [3] proposed an algorithm to process the color difference from two different images using a blending method. The images were filtered into high and low bands, where the low band images were averaged to minimize the color difference, and the high band images were kept to maintain the outline of the object boundary.

2 PROBLEM STATEMENT

For 3D photo-modelling of an object in e-commerce, developing an integrated system that converts an object to photos, and then to a 3D textured model for presentation is an important research focus. The ideal 3D textured model of the object can be reconstructed consistently and smoothly. However, the photo-taking device and lighting environment, photo post-processing, camera calibration, and camera alignment are also important issues because the quality of the object photos affects the photo post-processing, which in turn affects the result of camera calibration. In addition, the object must be flipped to another position to obtain information about its bottom. Camera alignment should be performed to acquire the information for another layer of cameras. The similarity between the real object and 3D textured model is the scoring factor of the 3D photo-modelling technology. Thus, the accuracy of the camera information affects the accuracy of the 3D textured model. Any defect on the 3D textured model could negatively impact the perception of the product being presented.
Typical problems involved in this technology include the following:

1) **Unskilled photo capturing**: The photos are not captured with appropriate camera settings because most users are not professional photographers. The background and the object image must be separated on each photo. A noisy or erroneous boundary on the separated object image may increase the error of the 3D reconstructed model. Therefore, a controlled photo capturing environment is necessary to ensure the correct separation of the object boundary.

2) **Complex photo post-processing processes**: Several post-processing processes are required to deal with the original object photos, such as background removal, thresholding, and edge detection. These processes are generally complex and tedious for the user. Therefore, an automatic photo post-processing algorithm is necessary to handle these issues.

3) **Camera calibration**: This requires a series of feature detection and calculation in different stages to generate camera information, which includes feature detection, feature decoding, and feature matching. In each step, the features must be detected accurately and automatically to obtain suitable camera information.

4) **Camera alignment**: The information for the bottom and texture of the model is obtained by capturing the flipped object photos. Once the object is moved, the entire coordinate system is changed. A camera alignment process is therefore necessary to combine the two different coordinate systems for application in model reconstruction and texture generation.

The camera calibration method was developed by Liao et al. [10]. However, this method requires a user’s input to adjust the thresholds for different cases of calibrated mat photos. In this study, an automatic process is proposed to generate a 3D textured model, which includes automatic setting of all thresholds in camera calibration. On the other hand, the camera alignment method was also developed by Liao et al. [11]. However, its accuracy was not satisfied when significant artifact exists on the SFS model. The computational efficiency
was also unsatisfied owing to substantial computation required to align different pairs of model and object photo profiles in multiple views.

This study develops algorithms for processing camera information to yield background removed and well lighted object photos and camera parameters for generating 3D textured models. The camera information is evaluated using a system’s workflow; this workflow requires a photo capturing device and accompanying software, and 3D photo-modelling software to generate the 3D textured model. The issues addressed in this study are a part of the system’s workflow, which primarily comprises the following techniques: capturing object photos from multiple views, pre-processing object photos, calibrating the camera, and aligning the camera coordinates in multiple views. To simplify manual operation, these techniques are integrated into two software workflows. Six realistic examples are presented to demonstrate the feasibility of the proposed 3D photo-modelling system.

The main contribution of this study is that it describes the technologies involved for camera information—photo capturing, photo pre-processing, camera calibration, and camera alignment—for generating and presenting 3D textured models. The entire procedure from photo capturing to 3D model generation is almost fully automatic, except for the camera alignment, which requires manual operation to change the pose of an object. The proposed system is more flexible and suitable for unskilled photographers to deal with various kinds of realistic objects.

3 THE PROPOSED CAMERA INFORMATION PROCESSING

The proposed camera information processing is integrated with a photo capturing device and software for generating a 3D textured model of an object captured in multiple viewing angles. The main techniques involved are photo capturing, photo pre-processing, camera calibration, and camera alignment. Figure 2 shows the overall flowchart of the proposed camera information processing. The photo capturing device can capture a series of photos for the calibration mat and the object under a controlled environment (Figure 2(a)). The mat photos are employed in the camera calibration procedure to evaluate a set of camera parameters for each viewing angle (Figure 2(b)). Pre-processing of object photos and calibration mats is required to remove the background color and detect the mat features, respectively (Figure 2(c)). The first set of camera information is calculated by applying the mat information (Figure 2(d)). An initial mesh model can be generated by using the first set of object photos and camera parameters with an SFS method [16]. The camera information of the flipped object is then calculated by applying the initial mesh model and the silhouette of the flipped object (Figure 2(e)).

Figure 2: Overall processes of camera information processing: (a) photo capturing, (b) camera calibration for each camera, (c) mat and object photo processing, (d) camera information, and (e) camera alignment.
3.1 Photo Capturing

The main idea of photo capturing is to sequentially capture the object and mat photos. Traditionally, the object and mat photos are captured in an arbitrary environment, and silhouettes of the object are manually extracted. However, this procedure requires tedious manual work and is time-consuming. For automatic extraction of the silhouettes, a controlled lighting environment should be provided to enhance the difference between the object image and the background, especially the color at the object boundary.

The proposed photo capturing system is composed of a capturing device, a control, and processing software [15]. The capturing device contains a set of lighting equipment and a turntable. The lighting equipment can build up an environment to make the object more appealing for the consumers. The turntable is equipped to rotate the object to capture the photos in 360°. However, an interface is needed to control the features of this integrated device, which is achieved by the integrated software. This software can also remove the background of the object to create a transparent or pure color background for different applications.

Figure 3 depicts the components and control device of the photo capturing device. The components include the front, back, left, and right diffusion panels. These panels are the light source for the capturing device. They can adjust the lighting environment of the device, and they can be controlled separately to set different directions of lighting strength. The turntable driving mechanism can drive the turntable to rotate the desired angles. All of the components are controlled by two control boards, one for the turntable, and one for the lighting panels. The control signal is sent from the integrated software, which can control the device components using a separated module in a user-friendly interface.

This controlling software is also bundled with a background-removing feature to generate a transparent background photo. The purpose of this feature is to retain the perfect color of the object and remove the background color. Figure 4 depicts the background-removing interface, including several parameters for setting, e.g., single or multiple loops, and removing strength. It can also preview the result after removing the background. Once the parameters are set, the object photos are captured, with the background color removed automatically. Further, the software also provides a tool to recover the background in case the result after removing the background is unsatisfactory.

The object photos are captured sequentially in a 360° rotation for the object placed on the turntable, which can yield a row of object photos. The orientation of the object on the turntable can also be changed to obtain additional rows of object photos. These can provide additional data to more accurately describe the object shape on the top and bottom. Figure 5(a) shows two rows of photo capturing for a shoe, enabling the description of the bottom of the shoe. For mat photos, each photo should be captured at the same angle as that of the corresponding object photo. Unlike for object photos, it is unnecessary to remove the background of mat photos. Figure 5(b) depicts a typical mat photo. The object photos are saved as a *.png file format to offer additional information for background removal, while the mat photos are saved as a *.jpg file format.
3.2 Camera Calibration

The basic idea of camera calibration is to find the corresponding feature points between each mat photo and the actual mat dimensions, and to solve the extrinsic and intrinsic matrices to obtain the camera parameters on each viewing angle [10]. As each mat photo and object photo are captured at the same viewing angle, the camera parameters at each viewing angle can be used to generate the position and orientation of the corresponding object photo in 3D space. All object photos in 3D space can thus be related, allowing the 3D points on the model to be calculated.

The first step of camera calibration is thresholding the mat photos to distinguish the feature points from the background. As the purpose of this step is to filter out the background noise, the threshold is very important. For the automatic workflow, an automatic thresholding process has been developed. The original mat photos are first converted into grayscale; the automatic thresholding can determine the filtering value on each photo by detecting its highest grayscale value. The threshold $T_B$ of a mat photo is set to 80% of the maximum grayscale value, as shown below

$$T_B = G(\text{Max}) \times 0.8.$$  

(3.1)
where $G(\text{Max})$ denotes the maximum grayscale value on a mat photo. Once the threshold value $T_B$ is determined, each mat photo can be converted individually into a binary photo, as shown in Figure 6(a).

The next step is to recognize feature points; each feature point is recognized as an ellipse. The original method calculates the distance between the center of the bounding box and the corner vertex [10]. Previously, if the distance is less than a threshold, the corresponding feature is detected as an ellipse. However, for the automatic procedure, the past criterion of this detection is not robust enough. In this study, there are two new criteria for detecting the ellipse. The first criterion compares the area difference between the bounding box and the feature. The second criterion compares the perimeter difference between the bounding box and the feature. If both values are less than two respective thresholds, the feature is detected as an ellipse, as shown in Figure 6(b).

The third step involves decoding the features by calculating the distance of each center of the ellipse to the central ellipse on the 2D domain. Each feature point is assigned a number, which matches the corresponding feature point on the ideal mat. In the original decoding procedure [10], the number of total features recognized was not checked, thus resulting in an insufficient number of features for calibration. Therefore, in the proposed method, a checking process has been added to make sure the feature number is correct. Because the features on the mat have an arrangement, the system can continuously check the number of detected ellipses on adjacent groups to ensure the detected features are correct. Once all features are detected, each of the features is assigned a corresponding number, as shown in Figure 6(c).

The feature points are matched one by one according to their assigned number, as shown in Figure 6(d). According to actual mat dimensions, the calibrated dimensions can be determined by this process. After matching the feature points, the camera parameters can be evaluated using actual and theoretical mat dimensions. However, various errors, such as noise on the photos, errors on feature points, and errors on circle fitting, may cause deviations in the estimated camera parameters from their true values. Therefore, optimization is performed to simultaneously minimize the errors for all mat photos, yielding optimized camera parameters. The objective function $F_{\text{obj}}$ of this optimization problem is formulated as follows:

$$F_{\text{obj}} = \sum_{i=1}^{n} \sum_{j=1}^{m} \| m_{ij} - \hat{m}(A, R_i, t_i, M_j) \|^2,$$

(3.2)

where $n$ is the number of mat photos, $m$ is the number of feature points on a single mat photo, $m_{ij}$ is the $j^{th}$ feature point extracted from the $i^{th}$ photo, and $\hat{m}(A, R_i, t_i, M_j)$ is the $j^{th}$ feature point $M_j$ transformed to the camera coordinate by the extrinsic and intrinsic matrices of the $i^{th}$ photo. Equation (3.1) can be solved using the Levenberg-Marquardt method [12]. By applying the aforementioned method, the final extrinsic and intrinsic matrices can be obtained. The camera parameters can be collected by decomposing these two matrices. The extrinsic matrix $T_{\text{ext}}$ is shown in Equation (3.2)
\[
T_{\text{ext}} = \begin{bmatrix}
    r_{11}f_{x} & r_{12}f_{x} & r_{13}f_{z} & \varepsilon_{x} \\
    r_{21}f_{x} & r_{22}f_{x} & r_{23}f_{z} & \varepsilon_{y} \\
    r_{31}f_{z} & r_{32}f_{z} & r_{33}f_{z} & \varepsilon_{z}
\end{bmatrix},
\]

(3.3)

where \( r_{ij} \) to \( r_{33} \) denote the coefficients related to the rotational matrix, and \( \varepsilon_{x} \) to \( \varepsilon_{z} \) denote the coefficients related to the translational vector. The camera position, viewing vector, and vertical vector can be evaluated by applying these two types of parameters. The camera position is evaluated using the rotational matrix and the translational vector, whereas the camera viewing and vertical vector are evaluated using only the rotational matrix. The intrinsic matrix \( T_{\text{int}} \) is shown in Equation (3.3)

\[
T_{\text{int}} = \begin{bmatrix}
    \alpha & \gamma & u_{0} \\
    0 & \beta & v_{0} \\
    0 & 0 & 1
\end{bmatrix},
\]

(3.4)

where \( \alpha \) is the ratio parameter of the \( u \) direction in camera coordinates, \( \beta \) is the ratio parameter of the \( v \) direction in camera coordinates, \( \gamma \) is the angle between the \( u \) and \( v \) directions (also called the distortion parameter), and \( (u_{0}, v_{0}) \) is the center of the photo. The camera field of view (FOV) in the \( x \) and \( y \) directions and the focal length can be evaluated using the intrinsic matrix. The FOV is evaluated by the width and height of a photo, which are evaluated by \( \alpha \) and \( \beta \), respectively. The focal length is evaluated by \( \alpha \), the width, and the aperture width of the photo.

The silhouette extraction is also processed in this phase. The object photos are the transparent background photos. The photo can be transformed into a binary image by the value of the alpha channel in a *.png file. The silhouette information can be extracted using the boundary extraction method. A series of pixel data representing the object silhouette can be obtained. The camera parameters and the silhouette data can be collected using the aforementioned process, as shown in Figure 7.

**Figure 6**: Image processing for camera calibration: (a) image thresholding, (b) feature extraction, (c) feature encoding, and (d) feature matching.

3.3 Camera Alignment

The purpose of the camera alignment process is to obtain the information about the bottom of the object. However, the object must be flipped to capture photos of its underneath. Once the object is moved, the entire coordinate system must be reset. The camera alignment process can merge the new coordinate system into the original coordinate system so that both sets of object photos use the same coordinate system. A procedure for camera alignment was previously developed [11], but it was not accurate enough. We have therefore developed an improved method, as described below. The basic idea of camera alignment is to apply the original calibrated camera information to evaluate the flipped angle. However, the original camera position cannot be changed when taking the second layer of object photos. The input data is the original calibrated camera information and the initial mesh model generated using the first set of object photos. First, the model is projected onto the 2D domain. The purpose of this projection is to compare the object profile on the flipped photo with that of the projected model. In the original procedure [11], the entire mesh model is projected onto
the 2D domain, which is time-consuming. In the modified method, only meshes near the boundary are projected onto the 2D domain, which can save significant computational time, as shown in Figure 8.

Figure 7: Camera information: (1) camera position, (2) camera vertical vector, (3) camera viewing vector, (4) focal length, (5) camera vertical FOV, (6) camera horizontal FOV, (7) local coordinates, (8) object silhouette, (9) image plane, and (10) global coordinates.

Figure 8: Model projection: (a) original method of projection, and (b) improved method of projection.

The next step is to adjust the model orientation to fit the photos. Before adjusting the orientation, artifacts of the initial mesh model are ignored to prevent possible errors. As artifacts usually occur on the bottom of the mesh model, the meshes with a y coordinate value less than 0 are ignored. Next, the position and orientation of the projected model are adjusted using the iterative closest points (ICP) method [9]. The boundary profile of the projected model and the silhouette of the object photo are respectively regarded as two groups of point cloud. Based on the singular value decomposition (SVD) method [2], a rotational matrix $R$ can be evaluated to align these two sets of data. The equation for calculating the translational vector $T$ for the point cloud of the projected model is shown in Equation (3.4)

$$T = -R \cdot \bar{p} + \bar{q},$$

where $T$ is the translational vector for two sets of data, $R$ is the rotational matrix for two sets of data, $\bar{p}$ is the centroid of the point cloud for the projected model, and $\bar{q}$ is the centroid of the point cloud for the object photo. However, to improve the accuracy of the camera alignment process, the centroid of the point cloud for two sets of data has to be redefined. The original centroid of the point cloud was calculated based on the shape. The ICP accuracy is affected by the error of the center position. Thus, the improved center determination is based on the centroid of the point cloud. When the density of the point cloud is high near a particular region, the centroid of the points cloud can approach that region, as shown in Figure 9.

Through the ICP process, the initial alignment can be performed. However, the alignment is still not accurate enough to merge the two sets of data. The next process is fine-tuning the new set of camera data. The fine-tuning process is based on the Golden Section method [7]. This method can search the best solution by applying the searching section ratio 0.618.
The equation for calculating the fine-tuning position is shown in Equation (3.5)

\[ n \geq \frac{\ln(\varepsilon)}{\ln(0.618)} + 1 \]  

(3.6)

where \( n \) is the maximum iteration time, \( \varepsilon \) is the minimum alignment error target, and \( l \) is the section length for searching the solution. First, the root mean square (RMS) error for two sets of data is the factor for the searching process. However, in the original method [1], all errors were included to determine the RMS error. Some of these might be too large to be considered reasonable errors. To increase the searching accuracy and efficiency, we ignore errors that are larger than a threshold, and to search for the closest points, we consider the computational efficiency. We therefore apply a quad-tree structure to increase the efficiency of the searching process, as shown in Figure 10, where the horizontal and vertical lines are the quad-tree subdivision illustration. When each point on the object photo profile must be compared with all points on the model profile to evaluate the closest point, the overall computational time required would be very large. Instead, the domain of points is subdivided in a quad-tree method until each sub-region contains a point from the object photo profile only. The closest point computation can thus be performed by searching the points from the model profile on its neighboring regions. This can increase the speed of searching considerably.

**Figure 9:** Point cloud center determination improvement.

**Figure 10:** Quad-tree structure to improve the search for the closest point.

### 4 EXAMPLES AND DISCUSSION

The algorithms of the object photo capturing, camera calibration, and camera alignment are integrated into a capturing software and a modelling software. The modelling software is also combined with (1) an SFS modelling procedure to create an initial mesh model [16], (2) a mesh optimization process to optimize the shape and surface smoothness of the initial mesh model [16], and (3) a texture mapping process to generate the texture map of the 3D textured model [21]. Figure 11 depicts the entire workflow of this integrated system for a shoe example, which shows the screenshot of the process from the object photo capturing to the viewing of the final model. The capturing device can be controlled by this software (Figure 11(a)), such as the setting of the camera, turntable, and lighting. The background removal of object photos can also be implemented using this software. The following plots are the modelling process of the 3D photo-modelling. Following the guidance of the modelling software, the 3D photo-modelling process can be performed step by step to obtain the 3D textured model. The numbers of photos for modelling is set as two rows. Each row of object photos is set as 16 shots. These two rows of photos are captured with the normal pose and lying-down pose, respectively, to obtain sufficient information of the object shape. Figure 11 (b) depicts the camera calibration process. After the mat photos are loaded by the software, the aforementioned improved camera calibration
method is performed. Figure 11 (d) depicts the camera alignment process. To accelerate the convergence of the alignment, the determination of the initial flipped angle is integrated as an operating interface so that the user can rotate the initial mesh model manually to fit with the photos of the flipped object. The model reconstruction, model optimization, and texture mapping processes are shown as Figure 11 (c), (e), and (f), respectively. Figures 12(a) to (f) depict the collected results from the object to the 3D textured model. By applying the proposed improvement method, sufficient information about the model shape, texture, and bottom can be obtained.

**Figure 11**: Operation workflow for 3D photo-modeling system: (a) object photo capturing software, (b) input mat photos and camera calibration, (c) model reconstruction, (d) camera alignment, (e) model optimization, and (f) texture mapping.

**Figure 12**: Results of 3D textured model that includes bottom information: (a) snail doll, (b) vase, (c) shoe, (d) Gundam, (e) microphone, and (f) doll.
Table 1 shows the duration of each main step. The simulations were performed on a personal computer with a 3.20 GHz central processing unit (CPU) and 8 gigabytes (GB) of random-access memory (RAM). The model optimization stage takes the longest amount of time because it requires the projection of all 3D vertices onto a 2D domain and the iterative extraction of boundary vertices on the 2D domain for each object photo. The alignment process to determine the camera information for the lying-down pose photos of the object is another longest amount of time consumption stage. The proposed method improves the vertices projection from the 3D domain to the photo domain and controls the mesh number to within 10,000–15,000 meshes. The time cost for the entire process can be controlled to within 2–5 minutes for most examples. Table 2 shows the computational time required for original and improved alignment methods. The computational time for the improved alignment method is reduced in a range from 11.46% to 37.74%. This result indicates that the improved alignment method is obviously better than the original method.

<table>
<thead>
<tr>
<th>Object</th>
<th>Number of mesh</th>
<th>Calibration time (Sec)</th>
<th>Modeling time (Sec)</th>
<th>Alignment time (Sec)</th>
<th>Optimization time (Sec)</th>
<th>Texturing time (Sec)</th>
<th>Total time (Sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Snail doll</td>
<td>15100</td>
<td>10</td>
<td>3</td>
<td>47</td>
<td>83</td>
<td>26</td>
<td>169</td>
</tr>
<tr>
<td>Vase</td>
<td>15510</td>
<td>13</td>
<td>5</td>
<td>116</td>
<td>154</td>
<td>18</td>
<td>306</td>
</tr>
<tr>
<td>Shoe</td>
<td>10000</td>
<td>18</td>
<td>6</td>
<td>85</td>
<td>158</td>
<td>22</td>
<td>289</td>
</tr>
<tr>
<td>Gundam</td>
<td>10000</td>
<td>14</td>
<td>6</td>
<td>57</td>
<td>126</td>
<td>18</td>
<td>221</td>
</tr>
<tr>
<td>Microphone</td>
<td>10000</td>
<td>15</td>
<td>2</td>
<td>33</td>
<td>73</td>
<td>22</td>
<td>127</td>
</tr>
<tr>
<td>Doll</td>
<td>10000</td>
<td>13</td>
<td>3</td>
<td>67</td>
<td>117</td>
<td>21</td>
<td>178</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Object</th>
<th>Number of mesh</th>
<th>Original time (Sec)</th>
<th>Improved time (Sec)</th>
<th>Reduced time (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Shoe</td>
<td>10000</td>
<td>96</td>
<td>85</td>
<td>11.46</td>
</tr>
<tr>
<td>Gundam</td>
<td>10000</td>
<td>72</td>
<td>57</td>
<td>20.83</td>
</tr>
<tr>
<td>Microphone</td>
<td>10000</td>
<td>53</td>
<td>33</td>
<td>37.74</td>
</tr>
</tbody>
</table>

Table 1: Time consumption for 3D photo-modeling.

Table 2: Time comparison between original and improved alignment method.

Figure 13 depicts the distribution of the mesh number on each range of pixel numbers for the following five cases: 8192×8192/OBB, 8192×8192/AABB, 4096×4096/OBB, 4096×4096/AABB and commercial (3DSOM) software [1], where 3DSOM is commercial software. For a texture map of better quality, the number of meshes with fewer numbers of pixels should be as small as possible. It is evident in Figure 13 that the texture resolution of the case 8192×8192/OBB is the best among the five cases, because it has the minimum number of meshes having pixels less than 2000. In addition, the texture resolution of 3DSOM software is the worst as most of the meshes having pixels less than 2000. Therefore, the texture resolution of the proposed method is better than that of 3DSOM software.

5 CONCLUSIONS

In this study, we proposed a process of photo capturing, improved camera calibration, and improved camera alignment to generate 3D textured models for presentation on a website. The proposed photo capturing device can capture object and mat photos in a controlled environment and easily remove the background color on object photos. The camera calibration can automatically and accurately reconstruct the capturing coordinate system for further applications. The camera alignment can combine two different coordinate systems accurately and efficiently to merge the object photos from two different poses. These processes are combined with mesh model reconstruction, mesh model optimization, and texture mapping to generate the 3D texture model of the object. Figures 12 and 13 indicate that the color pixels on all photos can be mapped onto the texture map correctly and the resolution of the pixels on the original photos can be retained on the texture map, respectively. Also, Table 1 indicates that the overall CPU time required for six examples are within 2–5...
minutes. For other more complex examples, the maximum CPU time required will not exceed 10 minutes. Therefore, a high-quality 3D textured model can be output accurately and efficiently by applying this series of processes for presentation in e-commerce. Other than e-commerce application, the proposed 3D textured model could be used in design modification, 3D animation creation, and gaming object creation. In addition, the study of multi-view stereo reconstruction method would be another direction for the reconstruction of 3D textured model. If the photo consistency issue for multiple photos could be solved, the camera information, object model, and the texture map could be further improved.

**Figure 13**: The line chart of mesh number vs. pixel number for five cases: 8192×8192/OBB, 8192×8192/AABB, 4096×4096/OBB, 4096×4096/AABB and 3DSOM software.
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