Shape Optimization Definiteness using NURBS Curves and Genetic Algorithm
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Abstract. A Shape Optimization method performed on multi material Topology Optimization results is presented. The approach is based on two major phases, first, parametrization of the material boundaries and second, optimizing those boundaries to definite shapes. The parameterization process involves identifying the boundaries of different materials and representing the boundaries by NURBS curves. This approach conveys the ability to define a new parametrized internal boundary profile, which is much more flexible. Once a parametrized model is defined, the optimization is performed using the parameters of the boundary curves as the optimization variables. A Genetic Algorithm (GA) is used to optimize the best variables (control points and weights) for achieving the best coordinates of the boundary curves, sufficing the fitness function criteria. The method was tested on a C-Core magnet, and results are presented.
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1 INTRODUCTION

Topology optimization (TO) tries to find the best distribution of materials inside a region of interest that meets certain desirable criteria fixed a priori. Although TO methods are effective in determining a good initial distribution of material in the design domain, they are cell-based representation of topology, which in many cases lead to irregular and vague boundary layouts. A post processing procedure is applied to refine the results obtained and increase the efficiency of the TO layout. This is usually done by the parameterization of the topology defined by the initial distribution of material found, leads to the so-called Shape Optimization (SO) \cite{4, 11}. Both TO and SO problems can involve multiple constraints and multiple objectives, reflecting design specifications and requirements \cite{13, 1}. Some of the TO methods result an image of irregular and diffuse contours \cite{4}. In these cases it is necessary to interpret the layout obtained before converting it into a parameterized model. This interpretation of the layout can be done directly by the designer using his
knowledge of the problem under study or by an automated process. If the number of layouts is very large, it becomes impracticable to perform this task directly by the designer, thus requiring an automated method. The automated processing of parameterization is usually performed using image preprocessing mechanisms and on-board identification techniques [5, 14, 21].

In the Shape Optimization process various methods are used to find the best geometric definitions of the boundaries found in the initial layout, while configurations such as holes and regions of different materials, must remain unchanged. Many attempts to smother and definite material boundary have been studied, most of them done by the parameterization of the TO initial distribution. Campelo et. al. [5] proposed an approach that uses a Clonal Selection Algorithm for TO (TopCSA), followed by a parameterization routine providing a parametric model defined by B-splines curves and the Real-coded Clonal Selection Algorithm. Another work, done by Tang and Chang [21] proposes using the HM or SIMP method to solve the TO problem forwarded by a boundary smoothing method using B-spline curves. Lin and Chao [14] developed an integrated TO and SO by way of an automated image interpretation that generates the parameterized model for the SO stage. The parameterization is done by identifying the holes with template matching in the topology obtained by Homogenization method and solving the SO problem using standard nonlinear programming techniques. Given the complexity of the task, SO is still of valid research topic.

2 PROPOSED APPROACH
The general single/multiobjective TO problem can be defined as finding the optimal distribution of material in the cells of the design region that minimizes the single/multiple objective functions while satisfying the constraint functions. Mathematically, the optimization problem can be defined as:

\[
\begin{aligned}
\min & \quad (f_1(\xi), \ldots, f_m(\xi)) \in \mathbb{R}^m \\
\text{s.t.} & \quad g_i(\xi) \leq 0, i = 1, \ldots, p \\
\end{aligned}
\]

The design region is a closed and bounded subset \( \Omega \subset \mathbb{R}^2 \) of the 2-dimensional geometric space. The discrete description of \( \Omega \) into an array of cells is represented by \( \tilde{\Omega} \). Let \( n \) be the number of different material properties available to define the layout and consider a soft background material that fills the space around the structure of interest (e.g., air).

There are \( n + 1 \) possible states \( S = \{0, 1, 2, \ldots, n\} \) for any given cell \( c \in \tilde{\Omega} \). The vector \( \xi \) assigns a state \( i \in S \) for each \( c \in \Omega \). Therefore, the objective function can be defined as \( f_r(\xi) : S^{[\tilde{\Omega}]} \mapsto \mathbb{R} \). The problem constraints \( g_i(\xi) : S^{[\tilde{\Omega}]} \mapsto \mathbb{R} \) are mathematical representations of the system requirements or limitations.

The defined SO problem for a given topology involves the same objective and constraint functions of the TO formulation. The only change is on the optimization variable and search domain, i.e. the SO is done with respect to the control parameters of the topology parameterization [3, 6].

In this work the parameterization process involves identifying the boundaries of different materials and defining these boundaries. In order to obtain a flexible solution, NURBS curves are defined for sections that form the internal boundaries. It is natural that a proper representation of the boundary shape is essential for efficient optimization. The shape optimization is performed using the parameters of the boundary curves as the optimization variables. In the associated SO problem the optimization variables represent the coordinates of the control points and their weights, both partially defining the NURBS curve. A Genetic Algorithm (GA) [20] is used to optimize the variables (control points and weights) for achieving the best boundary curves, sufficing a fitness function criteria. The phases in this proposed approach are depicted in Figure 1, and done sequentially. This work is an extension of the TO optimization phase (on the left of the figure) which is presented and detailed in [23, 22].
Figure 1: Proposed approach phases from Topology Optimization output to final Shape Optimization results

3 SHAPE PARAMETRIZATION

The Shape parameterization process involves identifying the boundaries of different materials and describing these boundaries by NURBS curves. Our approach achieves the ability to define the internal and external boundary profiles to have more flexibility in handling the boundaries found in TO. This phase is the initial and basic step allowing to obtain an efficient SO.

As in other geometric modeling tasks, NURBS curves offer many advantages in handling analytical and parametric representations, thus making it a usable tool for a SO. Some of the major advantages using NURBS curves [16, 17] include: simple Processing; computationally stable; invariable and precise mathematical representation for free forms, and obtain local control properties.

In the process of shape parametrization we defined two main constraints:

- To ensure the maintenance of the TO characteristics of the solution even with changes. In particular, control of the intersections of the contours which serve as internal borders
- Maintaining the TO as such that, no new regions are created.

These two challenges were solved by the following:

- Considering vertices at the outer edge of the design region, and intersecting vertices of lines of the internal border, as initial or final points of the NURBS curves.
- Choosing fixed ranges of values, for the variables related to the coordinates of the control points and weights values.

The Shape parametrization phase begins with a refinement of the grids representing the discretized space. This is done in order to have a suitable number of candidate points accounting for vertices representing the two distinct extreme points. An additional process is performed by an automatic identification of polygons which form the inner borders of material regions. Figure 3 depicts the three main stages performed. Given the following output, the vertices defining the cells of the design space are classified according to the number of edges belonging to the internal boundary.

For each vertex we assign a value of 0, 1, 2, 3 or 4. Figure 2 depicts some examples of vertices which were assigned different values. Vertex $X_0$ has the value 0 because it is on the interior of a region. Those on the inner border are classified from 1 to 4: vertices classified as 1 are also over the external border of the design space what make that only one edge of the inner border is connected to it, as an example see vertices $X_1$, $X_3$, $X_5$, $X_6$ and $X_7$; vertices classified as 2 are those that belong to a line separating only two different material region, see vertex $X_8$; in the same manner, we assign a value of 3 to vertex $X_4$, and to vertex $X_2$ a value 4.
Before defining the control points of a curve that parameterizes a span of the inner border, a set of points belonging to the inner border is chosen. Starting from a vertex with classification 1, 3 or 4 the procedure searches for the vertices connected to it, by an edge in the inner boundary. Then, choosing a new vertex, (not yet chosen) as the next vertex in the polygon edge. The process continues selecting connected vertex by edges in the inner border until reaching a vertex with classification 1, 3 or 4.

For example, the vertices on the polygon edge in the inner border that connect points $X_1$ and $X_2$ in Figure 2. Considering vertices with classification 1, 3 or 4 as extreme points will provide the characterization of intersection points on the inner border. This process contributes to the preservation of the original topology, avoiding the merge of different material regions or creation of new regions with no assigned material. If there are more than four consecutive vertices on a line segment, only the extreme points of the segment and its neighbor are saved in the set (see Fig. 2).

If the number of selected vertices is insufficient to define a $p$-degree NURBS curve, a midpoint of each two consecutive points are added to the set of points. These added points do not change the polygon shape under consideration.

The following procedure is detailed in Algorithm 1, which is detailed for open and closed curves.
Algorithm 1: Determination of control points used by interpolating of the NURBS curves

1. **Input:** Discretized topologies \( \xi \)
2. **begin**
3. \( \text{foreach vertex } v_{ij} \in \xi \) do
4. \( \quad q_{v_{ij}} \leftarrow \text{quantity of edges of the inner border that } v_{ij} \text{ is an endpoint; } \)
5. \( \text{repeat} \) /* open curves */
6. \( \quad \text{select a vertex with classification 1, 3 or 4; } \)
7. \( \quad \text{repeat} \)
8. \( \quad \quad \text{select a neighboring vertex of the inner border connected to the previous vertex; } \)
9. \( \quad \quad \text{until the selected vertex is classified as 1, 3 or 4; } \)
10. \( \quad \text{until all vertices classified as 1, 3 or 4 are used as often as their classification; } \)
11. \( \text{repeat} \) /* closed curves */
12. \( \quad \text{if exists unselected vertex classified as 2 then } \)
13. \( \quad \quad \text{select one of these vertices; } \)
14. \( \quad \quad \text{repeat} \)
15. \( \quad \quad \quad \text{select a neighboring vertex of the inner border connected to the previous vertex; } \)
16. \( \quad \quad \quad \text{until the selected vertex is the initial; } \)
17. \( \quad \quad \text{end} \)
18. \( \quad \text{until all vertices are selected; } \)
19. \( \quad \text{map all the vertices into the world coordinates of the design domain } \)
20. \( \text{end} \)
21. **Output:** Sets of interpolating points defined as the inner border

After all control points are defined, all the weights are initially set equal to 1, and will be adjusted in the optimization phase. The vertices are then mapped into the coordinates in the design space and interpolated by a \( p \)-degree NURBS curve. As depicted in figure Fig. 4, the initial intersection points and the number of lines passing through these points are maintained. As indicated before, this constraint must be satisfied to progress to the next stage of optimization.

![Figure 4](https://example.com/figure4.png)

**Figure 4:** Examples of Selected vertices of the polygonal on the inner border and its interpolated NURBS curves.
In Tables 1 and 2, the whole process is demonstrated. Starting from the TO layout, control points configuration and definition, proceeding to defining the inner and exterior NURBS curves resulting new multi material regions.

**Table 1:** Shape Parametrization Stages from TO results to Parametrization

<table>
<thead>
<tr>
<th>Topology Optimization</th>
<th>Control Points</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1.png" alt="Diagram" /></td>
<td><img src="image2.png" alt="Diagram" /></td>
</tr>
</tbody>
</table>

**Table 2:** Shape Parametrization Stages from TO results to Parametrization

<table>
<thead>
<tr>
<th>NURBS Curves</th>
<th>CP + Parametrization</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image3.png" alt="Diagram" /></td>
<td><img src="image4.png" alt="Diagram" /></td>
</tr>
</tbody>
</table>
SHAPE OPTIMIZATION USING GENETIC ALGORITHM

Once the parametrized process is finalized, shape optimization can be performed using the definition parameters as optimization variables. As indicated earlier, the same objectives and constraints of the TO will be maintained. Hence, considering the most popular meta-heuristics to solve optimization problems, it was decided to apply an evolutionary algorithm to define the best geometric forms of the internal boundaries of the layouts. The motivation for using Genetic Algorithm (GA) is its advantage as a stochastic search algorithm and a problem-solving methodology [19]. It has assets such as flexibility, adaptation, global search capability, and its suitability for parallel computation.

GAs have been used to solve complex problems with objective functions that are multi-model and multi-constrained. A wide range of genetic operators can be used to perform the crossover, mutation, reinsertion of potential solutions, and generation the offspring population [10]. Some encoding may cause the algorithm to create unfeasible solutions, or may change and enlarge the search space, making it difficult to converge[12]. Work by [7, 8] has suggest applying GA to boundary conditions, resulting structural quantification for design.

<table>
<thead>
<tr>
<th>Initialization (parameters and pop)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Evaluate objectives</td>
</tr>
<tr>
<td>Sort population using Non-domination-sort</td>
</tr>
<tr>
<td>Select parents (Binary tournament)</td>
</tr>
<tr>
<td>Generate offsprings (Crossover and mutation)</td>
</tr>
<tr>
<td>Estimated Pareto Set</td>
</tr>
<tr>
<td>yes</td>
</tr>
<tr>
<td>no</td>
</tr>
<tr>
<td>Stop Criteria</td>
</tr>
<tr>
<td>Sort the new population (Parents and offsprings)</td>
</tr>
<tr>
<td>Evaluate objectives of the offsprings</td>
</tr>
</tbody>
</table>

In this work, we used GA to optimize the NURBS curve shape to convey the parameter values resulting the best value of the fitness function. The obvious degrees of freedom, defining the curve are the control points, weights and knot vector values. We have chosen only the control points coordinated and the weights for the optimizing GA process. This was done for two reasons: First, to limit the search space. Second, a sufficient genotype can be represented by the coordinates of the control points and the weights. The process of GA used, is depicted in Figure 5. For the optimization process to be effective, it is desirable that the determination of the internal borders of the solution represent approximately the layout obtained by the TO. Two approaches for parameterization of the internal boundary were tested: one in which the NURBS curve are approximated, and the second, in which the NURBS curve are interpolating a subset of the vertices. We have chosen the interpolation approach achieving better results of the borders representation. Moreover, a smaller number of control points were used, and consequently a smaller number of decision variables for the optimization of shape.

Configured with binary tournament selection of the parents chromosome and the genetic operators are the polynomial mutation and the SBX crossover, see [20].
The GA parameters have the following values:

- The population size $pop=40$
- Crossover rate 0.8
- Pool size equal to half the population size;
- Number of generations $gen=200$ (serves as stop criteria);
- range of the weights variable was from 0 to 20;
- binary tournament selection of the parents chromosome

As a result of these criteria and values, the coordinates of the control points found by the GA process, maintained the topological properties of the majority cases of layouts found by the TO stage. The range defined for the coordinates of control points take into account the distance to the closest control point. The range for the weights is defined as a fixed range. The values proposed for upper and lower limits of the variables, maintained the constraints. During the optimization process for almost every solution generated by genetic operators, an applicable solution was evolved.

5 EXPERIMENTAL RESULTS

The proposed approach was applied to a C-core magnetic actuator. Optimization of Electro magnetic design is a well researched area. Some works include [2],[18] and [9]. The C-core magnetic actuator is composed of three main parts: the armature and the yoke solid blocks of ferromagnetic material; and the design domain, which was discretized in a $20 \times 10$ square grid, see Figure 6. Each cell within the design domain can assume three states, corresponding to three different materials: air, iron or a magnetic material (for this example, NdFeB magnets were used). Figure 6, depicts the C-Core magnet and it parts.

The goal of the design of the c-core is to find an optimal material distribution that maximizes the x-directional attractive force $F_x$ on the armature or equivalently minimizes the negative of this force, while minimizes the volume $Vol_{PM}$ of permanent magnet material (PM) in the design region. The cost of the permanent magnet material is related to the volume of PM, and it accounts for the majority part of the cost of the PM machine due to the high price of the rare earth material. Then the optimization problem can be stated as:

\[
\begin{align*}
\min & \left( -F_x(s), Vol_{PM}(s) \right) \in \mathbb{R}^2 \\
\text{s. t.} & : s \in S^{[\Omega]} 
\end{align*}
\]
where $S^{[x]}$ is the set of all layouts on the discretized region. The design domain was discretized in a $20 \times 10$ square grid. In this study case, the output force $F_x$ was calculated by FEMM [15] using nonlinear finite element analysis.

**Table 3**: TO its parameterization, Shape Optimization and respective field lines.

<table>
<thead>
<tr>
<th>Topology Optimization</th>
<th>Parameterized Solution</th>
<th>Shape Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td><img src="image1" alt="Topology Optimization" /></td>
<td><img src="image2" alt="Parameterized Solution" /></td>
<td><img src="image3" alt="Shape Optimization" /></td>
</tr>
</tbody>
</table>

The upper part of Tables 3 and 4, (the tables contain figures) depicts the changes in material distribution during the optimization stages proposed in this work. The results for an implementation of the Parametrization stage, and the SO. In the lower part of the table, the figure depicts the magnetic flux density. Numeric results are detailed in Table 5. Most of the magnetic flux is going through the magnetic material, with just few field lines going through air. This is an accomplishment of the goal. The differences from the topology design to the final design (SO) are visually small but it is possible to see that the field contours had been smoothed after shape optimization. Another major result is the value of the calculated force. Table 4 present a comparison to the values of the objectives for the solution $s_1$, which has the highest value of $F_x$ obtained by $MOACO_{11}$. The values presented are the obtained in the TO stage, that after the parameterization process and that in the SO stage.

**Table 4**: Shape optimization results of $Sample_1$.

<table>
<thead>
<tr>
<th></th>
<th>TO</th>
<th>Parameterized</th>
<th>Optimized</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F_x (N/m)$</td>
<td>1,041.5</td>
<td>-1,050.5</td>
<td>-1,062.6</td>
</tr>
<tr>
<td>$Vol_{PM} (%)$</td>
<td>0.420</td>
<td>0.428</td>
<td>0.439</td>
</tr>
</tbody>
</table>
Figure 7: C-core magnetic actuator SO results and respective fields lines

Figure 7 depicts a full representation of the C-core magnet. Comprising the static part and the design space result after the shape optimization. On the upper left corner the multi material representation of the design space is represented in gray-scale.

6 CONCLUSIONS

This work presents an integrated approach of an automated multi-material process of SO with parameterization of the topologies found by TO. Using NURBS curves and GA optimization conveyed leading to a refine tuning of the internal boundaries separating regions of different materials. The proposed approach has been tested in the design of a C-core electromagnetic actuator with two objectives: the maximization of the attractive force on the armature and the minimization of the volume of permanent magnet material. The experiments show the adequacy and edibility of the proposed method, since initial coarse designs in the TO stage were further refined by SO.
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